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Summary

Research in visual computing (VC) focuses on integrating visual representations of datasets

with computing systems, thus leveraging the complementary abilities of humans and ma-

chines. The resulting VC systems may include machine learning (ML) techniques, which

have remarkable abilities in terms of processing vast amounts of data. However, creating

VC+ML systems that can operate on spatio-temporal data is a largely unexplored, diffi-

cult topic. Challenges in this area include: capturing domain characterizations for spatial

VC+ML problems, in particular when serving both ML model builders and ML model clients;

creating explainable VC+ML models that can operate on spatial data, including measures

that can capture spatial structure similarity; designing visual encodings for ML models that

use spatial information and that enhance the modeler and client understanding of the model;

and measuring the effect of deploying such VC+ML systems in practice.

Based on several multi-year collaborations, in this dissertation I will document several

instances where spatial and explainable VC+ML solutions are required, and what role spa-

tiality plays in these situations. Throughout this process, I extract and describe design re-

quirements for explainable spatial VC+ML systems, and I identify necessary VC advances,

including spatially-aware similarity measures and spatial visual explainability. First, I con-

struct spatially-aware similarity measures to support ML problems in precision oncology,

patient risk stratification in data mining, explainable interactive regression modeling for hy-

pothesis testing in social science, and digital twin interfaces for cancer treatment planning.

Second, I introduce novel encodings for 3-dimensional and geospatial data and explore how

to integrate such encodings with ML model explanations. Finally, I implement and evaluate

several VC+ML systems and several resulting models that are explicitly designed to inte-

grate domain-specific structural spatial information and unsupervised ML. Throughout this

process, I also articulate design lessons related to model actionability.
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Chapter 1

Introduction

1.1 Motivation

Many real-world machine learning (ML) applications require combining the strengths of

human analysts who have specialized knowledge, with computational systems that excel at

statistical analysis and large-scale data processing. This is especially true in the case of

statistical modeling with spatial data, where information about the coordinates of each data

item benefits from domain expert knowledge. For example, in many location-dependent

cancers, the location of the tumors and the specific pattern in which the disease spreads

have an impact on the patient’s treatment, such as when applying radiation therapy, as well

as on the treatment outcomes. At the same time, growing clinical data repositories should

make it possible to leverage treatment and outcome data from past patients who had similar

characteristics. Identifying similar patients and supporting physicians in reasoning about

them would require a blend of spatially-aware machine learning methods and domain expert

input.

Computing with location-dependent oncology data is an example of a problem that relies

on spatial data, or data where items are tied to either 2 to 3-dimensional coordinates,

or have an intrinsic 2-3 dimensional geometry. Visual computing (VC) studies computing

with spatial data, often in conjunction with domain-expert interaction. VC research often

integrates image analysis, computer graphics, and data visualization approaches to help

domain scientists reason about these spatial data. As shown in the oncology example above,

the acquisition of ever larger datasets, in conjunction with advances in data mining and

machine learning (ML) techniques, have motivated a shift towards combining the strengths
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of VC and ML. However, traditional research in VC+ML has focused on abstract data

without spatial coordinates. In contrast, spatiality in VC+ML, which is often essential when

dealing with human-subject data such as medical images or population geospatial data, is

under-explored.

The specific research question this dissertation aims to address are:

How do we integrate spatial data into explainable VC+ML systems?

This involves several sub-challenges:

1. Domain Characterization: What role does spatial data play in VC+ML? How is spatial

ML being used by domain experts?

2. What strategies can we use for the design of models for spatial VC problems that

consider requirements from both ML model builders and model clients in a collaborative

setting?

3. How do we model similarity between sets of spatial features?

4. How do we design visual encodings for these spatial datasets, and how do we explain

these spatial machine learning model predictions to clients?

5. How do we measure the effect of deploying these spatial VC+ML systems in practice?

To answer this, I will detail findings several design studies that include: 1) domain char-

acterization for VC systems for spatial data that integrate ML strategies; 2) strategies for

the design of spatial VC problems and novel spatial encodings that consider requirements

from both ML model builders and model clients in collaborative settings; 3) the design of

integrated VC+ML systems that support interactive exploration of spatial data and model

refinement; 4) lessons on how to design spatially-aware ML algorithms that consider context-

dependent spatial features as well as explainability requirements; and 5) evaluations of these
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integrated systems in practice through qualitative feedback, quantitative gains in model

performance, and insights not possible without the use of custom VC+ML solutions.

1.2 Contributions

This dissertation examines the issue of spatial data integration in VC+ML systems. First, I

examine and characterize the use context of spatial VC+ML systems in several application

domains, focusing on both front-end requirements and modeling requirements as a cohesive

unit. I then describe the design and implementation of several spatially-aware VC+ML sys-

tems, with a focus on algorithms for supporting spatially-aware ML, unsupervised learning,

and reinforcement learning problems. Next, I detail how these models are integrated into

VC systems through the design of visual encodings that capture model behavior as well as

important spatial structure. I then discuss design considerations from both a model build-

ing perspective, and how this can be extended to domain experts and end users. Finally, I

measure the effect of these spatial VC+ML systems in practice, through the use of domain

expert feedback, model improvement, and results otherwise not accessible through standard

nonspatial approaches.

The remainder of these chapters are structured by domain application, as described below.

1. Chapter 2 [345] presents a VC+ML system in the context of radiation therapy (RT)

planning in oncology. After characterizing the application domain, the chapter discusses

the context of predicting the treatment plans for a new patient using CT scan data and

plans from an existing patient cohort. Central to this work is the introduction of

a novel topological similarity measure TSSIM to support unsupervised ML over the

spatial data, and the use of a custom stylized 3-dimensional plots for visualizing a

simplified representation of each patient’s spatial RT plan. We apply this approach to

cohort stratification and show this system can automatically identify similar patients,

and use their spatial data to predict the RT plan for a new patient.

2. Chapter 3 introduces a VC+ML system (MOTIV) [347, 348] for analyzing social me-
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dia microblog data in social-science. MOTIV leverages geospatial data and generalized

additive models (GAMs), a type of statistical modeling. The chapter characterizes the

application domain, then our use of custom data visual encodings and interactive mod-

eling to help discover patterns between large-scale geospatial information and complex

temporal patterns. We evaluate MOTIV through qualitative and quantitative feed-

back, as well as published insights that were not attainable through our collaborators’

standard approaches.

3. Chapter 4 describes a VC+ML system (DASS) [344] for designing unsupervised ML

models (clustering and stratification) to predict symptom severity in head and neck

cancer patients treated with radiation therapy. The chapter provides a domain char-

acterization for the ML modeling process, and the spatial data underneath. It then

describes 2D visual maps that capture important 3D spatiality to support model expla-

nations during model development, as well as the design of “model explanations” meant

to reduce complex models such as clustering to more familiar and simplified models.

We evaluate this system through a quantitative and qualitative analysis.

4. Chapter 5 reflects on the model development of spatial clusters for clinical oncology,

and on the process of explaining these spatial models to biomedical researchers [343].

We distill general design goals for clinical spatial cluster analysis.

5. Chapter 6 presents a clinical decision support system that allows clinicians to analyze

nuanced risk models for new patients and decide on an optimal treatment plan, with

a focus on model explainability for supervised deep learning models with spatial and

temporal components. This work is specifically targeted at use by domain experts in

practical applications and not domain experts.

6. Chapter 7 summarizes my work and discusses possible future research opportunities.

Chapters 2, 4, 5, and 6 are completed, published work that came out of a collaboration

with the MD Anderson Cancer Center. Chapter 3 is a published work using social media
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data in collaboration with social scientists and natural language processing researchers at

the University of Illinois-Chicago.

1.3 Background and Terminology

1.3.1 Terminology

Precision Medicine seeks to identify cohorts of similar patients, and examine which treat-

ments maximize survival while minimizing side effects in that cohort, and prescribe a similar

treatment for the new patients based on the subgroup they belong to. A core component of

this paradigm is the ability to identify similar patients.

Personalized Medicine is medicine designed specifically for a specific patient. This is often

used synonymously with Precision Medicine, but here refers to, for example, treatment based

on parametric models that consider only the current patient’s diagnostic data. This is often

considered the “gold standard” of treatment, but is generally at higher risk of relying on

models that overfit due to the complexity of creating models that can capture the complex

nature of patient health.

Digital Twins are a general concept for the virtual representation of a real world object or

process that can be used to simulate and predict behavior. Standard applications of digital

twins are models used for building management systems and simulations of engineering and

climate systems. For this work, we mainly discuss digital twins in the concept of simulating

individuals in the context of personalized medicine.

Decision Support Tools, in the context of medicine, are computation systems that are

designed to provide clinicians with personalized information about a patient, to provide

insight that improves their ability to make treatment decisions. In most contexts, this refers

specifically to applications of AI tools combined with interfaces, where personalized patient

outcome predictions or treatment recommendations are shown to a clinician, who makes the

final decision on the treatment for the patient [111].

Supervised machine learning refers to a broad class of statistical methods where models

are made that predict a specific outcome given a set of input data, and we explicitly use
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the outcome in the data used for training in the development of the model. For most cases

discussed in this dissertation, I consider classification problems, where we build models that

predict the relative likelihood of a set of yes/no outcomes. Common methods used for

classification are logistic regression, decision trees, and neural networks.

Unsupervised machine learning is ML that does not explicitly use a training target in the

data, and instead automatically finds patterns in the data. Common methods include clus-

tering, dimensionality reduction, and rule mining. K-nearest-neighbors (KNNs) are models

that rely on finding similar data points in the training data to a new input, and are often

considered to be semi-supervised machine learning as they do not fit a model to the data.

Explainability is a broad concept in machine learning. For the purpose of this dissertation

explainability that refers the ability to allow a user to understand either 1) The factors that

the model considers when making a decision in general, 2) The most important factors that

influenced an individual model decision, 3) the minimal set of factors that would lead to

a different decision for an input (counterfactual), or 4) A logical process or set of rules

that approximates the decision logic of the model that is understandable to a lay-user with

high-fidelity, for an individual decision.

Spatial Data refers to data where each data item has at least one of two different features:

an associated coordinate in an n-dimensional Euclidean space (usually 2 or 3-dimensional),

or an associated geometry. Data with a coordinate but no associated geometry is considered

to be “point-like”. For this dissertation, we focus on spatial data with associated geometries,

where point-like data is often aggregated within these regions.

1.3.2 Explainable ML

Explainable Machine Learning encompasses a wide range of concepts, and there is still no

widely adopted vocabulary for the techniques and evaluation methods. Several recent re-

view papers have attempted to present a semantic classification of different types of user

interpretability with regard to the methodology and models used [81,306,379], while other

works have proposed frameworks for discussing explainable AI in terms of the goals and

6



end-users [4, 16, 168, 268]. Zachary Lipton described the notion of “transparency” that is

most closely analogous to the popular notion of model interpretability, where they break

methods down into 3 components: (1) simulatability, the ability of a person to “reason-

ably” reproduce the results of the model; (2) decomposability, where each of the model’s

input, internal parameters, and mapping function can be individually described; (3) and

algorithmic transparency, which describes how well we can describe different properties of

the underlying algorithm, such as mathematical guarantees of convergence [179]. In response

to the GDPR’s requirement of a “right to an explanation”, some work has come out that

attempts to establish guidelines for an acceptable explanation. Doshi et al. [79] proposed

that a reasonable explanation should be able to provide either (1) a layman explanation

of the “factors” used and their relative contribution to a final decision, or (2) answers to

questions related to which factors would need to change to alter a decision (counterfactuals).

An adjacent concept to interpretability is the growing interest in “trust” in AI. Jian et

al. proposed a machine learning “trust score” [139], which measured the agreement between

predictions of nearest neighbor predictions. Holliday et al. [124] found evidence that expla-

nations were important in developing user trust in intelligent systems, but when equivalent

explanations are provided, model performance is more important than model transparency,

and human-centered research has shifted towards looking at trustworthy explanations, rather

than trustworthy models. User-centered evaluations have emerged that also explore different

factors that affect how much users trust an explanation of a model, such as how different

aspects of recommender systems affect perceived trust [21, 160]. Recently, Davis et al. pro-

posed a framework for empirical experiments in trustworthy machine learning that rely on

measures of utility - or how well an explanation supports human decision-making [71], rather

than trust. They highlight the issue that over-trusting faulty explanations can be detrimen-

tal, and highlight the importance of “appropriate trust”. We will broadly categorize AI

models as globally interpretable, locally interpretable, and black-box models for this work.

Interpretable Models
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Globally interpretable models are those that can be understood in a global context, and

are often referred to as white-box or glass-box models. These include linear and logistic

regression methods, which have a clear input-output relationship that can be understood via

a monotonic relationship between input and output values. The coefficients of these models

are also usable as surrogates for covariate effect size [235], making them widely adopted in

controlled experiments. Globally interpretable models also have the benefit of allowing for

different degrees of global inference on the data, which is important for applications where

one of the goals is model fairness or knowledge discovery.

Rule-based systems and decision trees are often cited as one of the most transparent

models, as they can be easily described via a global deliberative process, and are often vi-

sualized as a flowchart style tree. Naive Bayes methods are also often considered inherently

explainable, although they grow very complex with high-dimensional and continuous vari-

ables, making them approach a ‘black box’ model for many applications. Recently, more

interest has been given to generalized additive models, where the final prediction is treated

as a linear combination of functions for each input feature. These models can be seen as

a generalization of linear regression, allowing for more flexibility in the models while main-

taining most of the inherent interpretability, as each feature’s contribution to a prediction

can be treated as a 1 or 2-dimensional shape function depending on if interaction terms are

considered [183].

Locally interpretable models encompass those that can be inherently explained given a

specific set of data. The most evident example here is k-nearest-neighbors, where we can

completely explain a prediction by showing the neighbors of a particular data point, but a

global explanation of the model is elusive. Bayes nets and other probabilistic graphical mod-

els can also be considered locally interpretable, as the structure of the model can be visualized

as a graph, but probability distributions are often conditioned upon input data [367].

Black Box Models

While the above models have some intrinsic interpretability, most references to ‘Explain-
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able AI’ generally refer to methods of interpreting black-box models that have opaque inner

workings. Popular methods in these categories include nonlinear support vector machines

(SVMs), random forests, deep neural networks (DNNs), and matrix factorization models.

Many papers have looked at frameworks for interpreting general black-box models by an-

alyzing their input-output relationships. Earlier methods have used mimic models, which

train a globally interpretable model to predict the output of a black-box model [33]. Other

ways of generating global explanations of models involve feature importance measures, which

give an idea of how much information a given feature provides a model. These measures

include general dropout or permutation importance, which describes how much a model’s

performance is affected by removing a features [10], Shapley values [66], or mean information

gain in random forests [162]. Koh et al. [153] proposed a general framework for describing

the influence that individual data points have on a black-box model prediction.

Due to the difficulty in creating global explanations with black-box models, many tech-

niques have focused on creating local explanations for specific predictions of a black-box

model. Ribeiro et al. proposed a framework for creating locally interpretable model expla-

nations (LIME) by creating a white box model from data sampled locally around a given

point, allowing for local fidelity [268]. Rule-based systems and Bayes nets have also been

used to explain predictions given by matrix factorization recommender systems [250, 279]

or random forests [114]. Other works have proposed methods of creating locally more lo-

cally meaningful feature importances for explaining, including ‘anchors’ [269], which finds

the minimum subset of features needed to be constant for a prediction to be stable. Other

work has tried to create generalized ways of calculating feature importance, including meth-

ods based on shapley values from game theory [188]. TreeExplainer introduced a way to

calculate Shapley values for predictions from random forest [187]. Little work here has ex-

plored unsupervised models or clustering. For deep learning, methods have been developed

for introspection into specific model types. Model architectures can be visualized through

model graphs [356] which have been deployed in common deep learning libraries. Many

9



methods have been proposed for using attention to visualize which sections of an image

are most responsible for a particular class prediction in computer convolutional neural net-

works [46, 283]. Feature classification techniques have also been proposed to visualize the

activation of intermediate layers in CNNs [241]. Semantic dictionaries have also been used in

image classification, where representative images are generated to visualize network neurons.

Semantic dictionaries have been used to show which representative images have most similar

activations in the network to a given image [242, 307]. Similar concepts have been used in

neural language models, where the most important previous words are highlighted [57,75].

1.3.3 Visual Computing

Our work exists within this framework as a series of “design studies”, which leverages design

approaches from Human-computer interaction for the visual design aspects and attempts

to find present more concrete findings from domain-specific applications which are placed

into existing frameworks in order to support domain transfer. We focus on Activity Cen-

tered Design, which emphasizes a design approach that breaks down user requirements into

activities and tasks that compose those activities, which domain experts engage in, which

are then presented in our work. Similar paradigms include the critical decision method [64]

for extracting needs from domain experts, and Action Design Research [210] which suggests

a general framework for conducting collaborative design studies through a four. These ap-

proaches usually present stakeholders as the basis for the studies. In contrast, data-first

design studies [243], which describes a framework where real-world datasets serve as the

foundation of a design study, and appropriate stakeholders are identified only after data has

been acquired. While we are primarily concerned with stakeholder risks, elements of data-

first design arise in instances when goals are poorly defined or restricted by data availability,

as often occurs in modeling studies. In terms of design aims, the most similar work in this

area is work on visualization needs for oncologists in other specialties [263]. However, we

focus on unique aspects of model steering that merges elements of visual design and medical

XAI in a way that is under-explored.
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The standard framework for the design of data-visualization is the nested model [227],

which breaks the design process into 1) “domain problem characterization”, 2) “data ab-

straction design”, 3) “encoding and interaction design”, and 4) “algorithm design”. Many

works have since proposed extensions of the nested model such as McKenna’s et al.’s [212]

proposed a framework of four design activities: understand, ideate, design, and deploy, with

examples of each that they link to the different stages of the nested model. Wang et al. [329]

proposed a variation of the nested model for the design of XAI systems that focus on the

design of visual explanations of the models rather than statistical data visualizations. Such

work often focuses on data visualization techniques aimed at allowing users to reason about

the data to gain insights or aid in decision-making.

Tangential to the visual design process for visual computing is the study of how people

interact with data visualization systems for data analysis. A common framework for data

analysts is the sensemaking process [172,254,255], which typically broken down into a “for-

aging” loop where patterns are identified, and a “sensemaking” loop where explanations are

generated for the explanations. In terms of integrating the sensemaking loop into data vi-

sualization, a common loop is a top-down approach is the idea of “overview first, zoom and

filter, details on demand” [286]. For domain-specific workflows, a common approach is an

alternative bottom-up approach where users are shown interesting details and then general

context is given [185]. In reality, many systems such as the ones we design use a mixture of

bottom-up and top-down workflows that are supported via the use of an overview+details

design paradigm as described by Cockburn et al. [65], wherein we use separate linked views

for analyzing the data in different granularities.

In terms of creating value from design studies, Lee et al. [173] proposes several possi-

ble “contributions” to the field of design. When considering design study rigor, Meyer and

Dykes [216] suggest three “topics” for design studies: visualization idioms, design guidelines,

and problem domains, and propose a framework with 6 aspects for evaluating rigor: in-

formedness, reflexiveness, abundant, plausibility, resonance, and transparency. Of these, our
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work focuses on New domain and problem descriptions, focused on domain specific applica-

tions of visualization for spatial XAI, as well all design guidelines and occasionally lessons

from failure. While not the main focus of this work, secondary outcomes are visualization

idioms in the form of data abstractions and novel visual representations that arise from the

novel requirements of the problem domain. Additionally, this work will ultimately advocate

for the use of greater reflexiveness in the design of XAI algorithms themselves by actively

examining how the choice of designs influence how models are built and received through

researchers.

VC + ML

One approach for supporting better VC is with the integration of machine learning and

explainable machine learning systems (XML) with visual computing. These approaches are

complementary, as ML systems are increasingly being applied to gain insights into real-

world problems using large amounts of data that are intractable to human users, but may

fall into pitfalls due to their limited ability to learn context. As a result, strides have been

made in integrating XML and VC into systems such as medical diagnosis and treatment,

finance, and crime prevention. Policymakers have been pursuing better methods of creating

XML from both performance and ethical standpoints [98]. This has been spearheaded by

initiatives such as DARPA’s 2016 XAI initiative [115], and the inclusion of the “right to be

informed” in the EU’s General Data Protection Regulation, which insists that decisions made

through AI have sufficient transparency to allow a third party to understand and override a

decision [145]. This has pushed a growing interest in improving not just the models, but the

methods with which we interact with these models in order to best create truly transparent

models. Approaches for improving models through XAI have integrated visualization tools

for both analyzing and steering models in ways that can’t be done easily through traditional

machine learning approaches, with significant success in areas such as large-scale computer

vision models and black box model building for data scientists [352].
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While such ML applications have value in improving the accuracy and speed of many

human-centered tasks, there are significant challenges in the way of properly developing

and deploying such models. In the case of human centered applications, models can easily

learn erroneous relationships in the training data that can result in poor or unfair decision-

making that may go uncorrected. Such issues can arise from challenges born from the high-

dimensional nature of the data with many confounders, social contagion effects [59], bias

present in the training data [69], or the use of training objectives that don’t align perfectly

with the stated goals of the model [370] such as the use of expression detection models for

emotion or deceit detection [20]. Results of the misuse of these high-stakes algorithms can

have strong negative effects, such as poor or biased decision-making, or poor adoption in

settings when there isn’t sufficient trust in models.

Many visualization approaches have been created for generating explanations of ML

models. Several works have given overviews of XAI systems and techniques in various do-

mains [8, 222,228], including XAI specific to medical domains [317].

Domain-specific interfaces for exploring white-box models are common in areas that in-

volve decisions that affect humans. RegressionExplorer [76] described the design of a system

for inspecting regression models built by biostatisticians. Other systems have looked at

interactive rule mining for health record data [289]. Clusterphile [44] presented a system

for tuning clustering algorithms for arbitrary data. Analytic interfaces have also been de-

veloped for working with specific deep model architectures, including generative adversarial

networks [326], and deep reinforcement learning [325].

Several systems have also taken a model-agnostic approach that relies on post-hoc analytic

techniques. These systems offer user-guided exploration of the input-output relationships of

variables to understand black-box models without performing model introspection [157,371].

Liu et al. [180] created a system that used topological data analysis techniques to visualize

the prediction error of black-box models within the input space. FairVis [37] designed a

model agnostic interface around the specific goal of identifying sources of intersectional bias
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in the prediction algorithm.

VC + ML for Vis

Related work in spatial visual computing has been applied to other medical applications,

such as medical imaging and clinical decision support systems. For visual computing on

individuals, Kohn et al. [167] presented an early version of linked views for neurosurgical

planning along with a method for clustering brain fibers based on the number of shared

voxels between each track. Similar work has applied 3d visualization with linked views for

clinical decision planning support [278] for individual patients. Pandey et al. [247] presented

a method of using topology-preserving 2-d mapping of 3-dimensional brain data, similar

to work we do with 2-dimensional mappings of anatomical information. My work differs

from these in that I incorporate spatially aware machine learning methods. In contrast,

Mistelbauer et al. [220] presented a collaborative workflow for visualizing aortic blood flow

with algorithms for automatic prediction of aortic dissection risk using 3d modeling. In

contrast, my work explores cohort-level modeling and XAI methods in the risk prediction

methods. For group-level analysis, Bernard et al. [22] presented methods of cohort analysis

of prostate cancer with statistical measures to support pattern finding in the data. Raidou et

al. [261] presented a series of works in visual computing for radiotherapy planning, with steps

including imaging, tissue characterization, segmentation, dose planning, and tumor control

probability modeling. Other works by the game group have looked at applying clustering

to 3-dimensional bladder data for use in clinical predictive models [100,262] with a focus on

shape variability and uncertainty. In contrast, our work focuses on incorporating the spatial

methods directly into the models, and focuses more on explainability and trust in the visual

computing models.

On the machine learning side, Wenskovitch et al [339] presented a series of works on

non-spatial methods of visualization and unsupervised machine learning. Wang et al. [329]

proposed a domain characterization of VC+Explainable ML design, applied to drug discov-
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ery. However, these works don’t focus on spatiality in the machine learning and visualization

aspects beyond standard CNN approaches.
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Chapter 2

(TSSIM) Visual Spatial Case-based Reasoning for Radiation Plan
Prediction

One important application of spatial ML+VC is in computing over medical imaging for can-

cer patients. A particular challenge in this domain is the design of spatially aware topological

similarity measures for unsupervised learning, as well as the design of visual encodings that

can communicate the topological information to clients.

This chapter describes a visual computing approach to radiation therapy (RT) planning,

based on spatial similarity within a patient cohort. In radiotherapy for head and neck can-

cer treatment, dosage to organs at risk surrounding a tumor is a large cause of treatment

toxicity. Along with the availability of patient repositories, this situation has led to clinician

interest in understanding and predicting RT outcomes based on previously treated similar

patients. To enable this type of analysis, we introduce a novel topology-based spatial similar-

ity measure, T-SSIM, and a predictive algorithm based on this similarity measure. We couple

the algorithm with a visual steering interface that intertwines visual encodings for the spa-

tial data and statistical results, including a novel parallel-marker encoding that is spatially

aware. We report quantitative results on a cohort of 165 patients, as well as a qualitative

evaluation with domain experts in radiation oncology, data management, biostatistics, and

medical imaging, who are collaborating remotely.

The content of this chapter was originally presented at the 2019 IEEE Vis Conference

and published in Transactions on Visualization and Computer Graphics [345].
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Figure 2.1: Visual computing for cohort-based radiation therapy (RT) prediction. A stylized 3D view of the
predicted radiation plan of the current patient is placed centrally; top pale markers (front and back of eyes) receive
the least radiation; tumors (black markers) receive the most. Additional RT views show the most similar patients
under our novel T-SSIM measure, who contribute to the prediction; the most similar patient is currently highlighted
(white) for comparison. A scatterplot (left) shows 4 clusters generated through the T-SSIM measure, with the
current (cross) and comparison patient highlighted. A parallel-marker encoding (bottom) shows the predicted (blue
cross) per-organ dose distribution within the context of the most similar patients; spatially collocated organs are in
contiguous sections of the x-axis.

2.1 Introduction

Modern radiation therapy (RT) has seen large advancements in the application of computa-

tional approaches for imaging and rendering structural data of a patient. However, once this

information is extracted, the field requires a high level of human expertise and a tremen-

dous amount of effort to create and develop personalized, high-quality treatment plans. For

example, head and neck radiotherapy plans take as long as a week, which, given that ag-

gressive tumors double in 30 days, deteriorates the chances of tumor control and patient

survival [237]. Furthermore, radiotherapy plans also affect organs located nearby a tumor,

resulting in significant toxicity (side effects) and loss of quality-of-life. There is no current

method to predict toxicity before the development of the plan.

With the emergence of large patient RT data repositories, there is growing interest in

leveraging these repositories to computationally predict the dose distribution and toxicity for

a patient before the actual RT plan is created. Under a healthcare model termed “precision
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medicine,” such predictions would be based on outcomes registered for past patients with

similar characteristics. These characteristics include the location of the tumor relative to

the nearby organs at risk, which heavily influences the development of radiotherapy plans.

However, due to a lack of computational methodology to handle spatial similarity, radi-

ation oncology clinicians rely solely on structural visual information from medical images,

prior knowledge, and memory to guide the development of radiation plans and to forecast

toxicity. This approach is not scalable.

In this work, we present a visual computing approach to RT planning, based on spatial

similarity within a patient cohort. This approach introduces a novel spatial measure, T-

SSIM, based on tumor-to-organs distance and organ volume, and its application in a novel

predictive algorithm for dose distribution. The resulting algorithms are integrated with

visual steering to support the algorithm development in a remote collaborative setting, as

well as deriving insight into the role of spatial information. Specifically, the contributions of

this paper are: 1) a novel hybrid topological-structural similarity measure for spatial data,

inspired by an image fidelity technique; 2) the development of a predictive algorithm for

RT-dose distribution, based on this spatial similarity; 3) the design and implementation of

an interface to guide the development of these algorithms, including a novel parallel-marker

visual encoding which is spatially-aware; 4) the application of these algorithms and design to

the emerging field of precision oncology RT planning, along with a description of this novel

domain; 5) a quantitative and qualitative evaluation with collaborating domain experts.

2.2 Related Work

Related work consists of other projects that study spatial similarity measures, visual integra-

tion of spatial biomedical data with nonspatial data, and visual steering to assist in model

development.

Spatial Similarity Approaches in bioinformatics, pathology and oncology [161,252,340,364]

facilitate spatial similarity by encoding spatial relationships through graph-based techniques.
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Unlike in our case, the underlying graphs are often small or constructed manually by clini-

cians [324, 374]. A second class of methods, based on 3D shape-based similarity, have been

successful in shape retrieval applications in computer vision [47, 131]. These methods typi-

cally experiment with artificial models such as CAD models or 3D scanner output, and focus

on classifying models of very different shapes. These methods fall short of distinguishing

anatomical objects within the same class unless the objects have easily identifiable struc-

tures, such as the mandible and outer body contour [277,300]. In our case, structures are in

the same class and do not have easily identifiable features. A third class of methods seeks

to apply deep-learning to narrow versions of the similarity problem. For example, Nguyen

et al. [237] use deep-learning to predict dose distribution over a small set of organs in a

cohort that had received the same type of RT plan, using tumor dosage and masks for organ

3D volumes. However, to date, no method has looked at automatically quantifying spatial

similarity between patients for a large number of organs or a variety of treatments, or at

presenting the prediction methodology in a way that can be understood by clinicians, as we

do.

Visualizing Biomedical Data and Nonspatial Data Through established surface ex-

traction and rendering algorithms, scientific visualization of biomedical data has been able

to gradually shift its research focus towards visual computing [182], integration of nonspatial

data [142], and new technologies. For example, instead of rendering magnetic resonance data

from scratch, Nunes et al. [239] focused on analysis, by linking existing medical imaging soft-

ware (MITK [355]) with statistical views of metabolic data to support delineation of target

volumes in RT planning. In recent RT plan visualization research, Patel et al. [249] use

virtual reality (VR) to visualize RT plans, allowing 3D structure visualization with hue and

opacity, as typically done in desktop applications. Ward et al. [335] describe a VR system for

radiation planning that allows the user to alter beam positions. Although these and other

works have led to advances in viewing and planning specific radiotherapy plans in detail,

none of these works seek to compare RT plans between patients or make predictions. Two
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other works [259,262] have proposed visual tools for the exploration of uncertain tumor con-

trol probabilities in the prostate, and dose delivery accuracy as a function of bladder shape

analysis, respectively. These works do not consider spatial similarity, surrounding organs at

risk, or the RT plan as a whole.

In terms of spatial-nonspatial data integration, two prevailing paradigms for integrating

spatial and non-spatial features exist: overlays and multiple coordinated views (sometimes

called linked views) [197]. In biomedical scientific visualization, an overlay approach [28,

298, 299] is commonly used when the non-spatial feature is scalar. As the non-spatial data

becomes more complex (connectivity, clusters, dynamic characteristics, other statistics), the

linked-view paradigm [7, 25, 140] becomes prevalent. Several reports [197, 202, 205] further

support the use of coordinated views in collaborative tasks which involve multiple users

with complementary expertise. Other, more recent approaches [190, 205, 238] use a hybrid

approach that consists of both overlays and linked views. We follow a similar hybrid approach

to support the exploration of RT plan data.

Visual Steering for Model Development Visual steering (or integrated problem-solving

environments) is a top problem in scientific visualization [142]. Under this research umbrella,

visualization tools for predictive model development have been developed for domain-specific

applications. Naqa et al. [86] built a visualization tool to help create statistical models for

dose-toxicity outcomes for specific organs, using a combination of statistical views and model

controls. Unlike our work, their project assumed that the dose-distribution was already

known, and was restricted to individual organs. Poco et al. [256] built a system for visualizing

and developing similarity measures in environmental data, but focused on abstracted views

for improving the measures without referring to underlying spatial patterns, as we do. Kwon

et al. [165] provided a generic method for clustering model development, and used it for the

development of patient similarity when diagnosing heart failure, but with no spatial data

included. Visual steering tools based on multiple coordinated views appear also in visual

encoding design [208], engineering [270, 337], epidemiology [205], cell signaling [287], and
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artificial intelligence [211]; some of these works emphasize visually adjusting a simulation as

it progresses, while others couple the steering with off-line processes. These methods differ

from our goals in the key consideration of the problem space. We are interested in developing

predictive models using RT medical data, which has unique requirements related to spatial

and statistical data.

2.3 Methods

2.3.1 Domain Background and Problem

In head and neck cancer treatment, RT is often used as a primary or secondary treatment

for patients. Radiation oncology relies heavily on the use of imaging in order to obtain infor-

mation about the patient’s tumor and surrounding organs. Traditionally, data acquisition

is accomplished via magnetic resonance imaging (MRI), computational tomography (CT),

or ultrasound. These techniques provide 2d image slices across the target volume, that can

then be segmented to identify organs of interest, and used in diagnostics and radiotherapy

planning. Current planning techniques typically use these image overlaid with a color map,

allowing clinicians to ’paint’ the dose across the organ as a way to visualize the outcome of

the different radiation plans [316].

In radiation therapy planning, a primary concern is limiting dose to organs at risk near

the target volume, while maximizing tumor exposure. For example, a head and neck tumor

may receive 66-72 Gy units of radiation, while nearby organs at risk ideally would receive

lower amounts. Unfortunately, that is not always possible, and radiotherapy has been linked

by several studies to organ damage and long-term toxicity (side effects), including xeros-

tomia (permanent dry mouth), and swallowing complications [38, 178, 351]. In light of

these considerations, high-precision methods have been developed that allow for complex,

highly conformable radiotherapy plans to be developed and delivered. Intensity-modulated

radiation therapy (IMRT) is one such method.

IMRT allows for delivering more precise dose distributions via multiple (5-9) different

radiation beams, each with tunable intensity distribution [178]. The increased complexity
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of these plans comes at the cost of longer planning time and heavy reliance on clinician

knowledge [214]. IMRT plans are typically created through a mixture of expert knowledge

and planning software, with repeated trial-and-error rounds and consultation between the

planner expert and the physician regarding the plan quality and tradeoffs. Beams are typi-

cally set up at an expert-determined fixed height, in order to reduce the problem space for

the optimization software. Constraints are given on the allowable doses to organs of interest,

which typically take the form of maximum doses to organs at risk, and minimum constraints

to the target dose [338]. As a result, the problem space and planning time are expensive, and

there is keen interest in leveraging computational techniques in order to support predicting

the outcome of the radiation plan earlier in the process.

At the same time, the high incidence of cancer cases has led to the creation of large

repositories of patient data, along with their diagnosis scans, their respective RT plans, and

treatment outcomes. Under the “precision medicine” healthcare model, practitioners seek

to leverage these repositories in order to predict, for a specific patient, the most appropriate

therapy course, along with the outcomes of that treatment. Unlike in personalized medicine,

the precision medicine prediction is based on data collected from a cohort of similar patients

in the repositories [202].

While cohort similarity based on abstract data (e.g. genetic sequence profile) is in gen-

eral well researched in the statistics community, there is a general lack of spatial similarity

methodology. In the domain characterization discussed in this work, our radiation oncology

collaborators would like to be able to automatically retrieve, given the diagnostic scan of a

new patient, a cohort of patients with similar tumor location. Currently, this is done based

on clinician or institution memory alone, which is not scalable. Should such an automated

similarity measure become available, the domain experts would then like to analyze the pat-

terns in the RT plans of the patients within that cohort. Based on that information, they

would like to predict the RT dose distribution for the new patient and its potential effects,

without going through a detailed RT planning process from scratch. Because these tasks
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and activities rely on the visual assessment of spatial similarity and prediction in terms of

dose distribution over the head and neck organs, the problem stands to benefit from a visual

computing solution.

We arrived at this domain characterization of precision RT planning through a two-year

collaboration with a team of radiation oncologists and statisticians located at multiple geo-

graphical sites. During this collaboration, we (four visual computing researchers) held weekly

remote meetings and quarterly in-person meetings with a group of four radiation oncologists,

a data management specialist, and a statistician. To characterize this novel application do-

main and design a solution, we followed an Activity-Centered-Design paradigm (ACD) as

described by Marai [200], coupled with team science principles for remote collaboration,

previously described [202].

Design Process

We implemented the theoretical ACD paradigm through an iterative, multi-stage process.

After identifying and confirming with our collaborators the main activities to be performed,

the research team met weekly with the domain experts to collect feedback and refine user

requirements for the design and algorithms. We used a quantitative methodology to assess

the capabilities of the resulting solution, and a qualitative evaluation methodology via note-

taking to assess client activities.

Data processing

The cohort data for this project is part of a repository of head and neck cancer patients

from the MD Anderson Cancer Center that have received IMRT. Contrast-enhanced com-

puted tomography (CECT) volume imaging data from the initial patient diagnoses were

retrieved through commercially available contouring software [295]. Contours were manually

segmented to extract primary (GTVp) and secondary nodal gross tumor volumes (GTVn),

as well as volumes of interest in the prediction related to organs at risk. Each CECT image
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was 512x512 pixels, with a slice thickness of 1.25-5mm. Connected tumor volumes were

treated as one volume. After segmentation, we used a custom Matlab script to extract a list

of structural features for each volume of interest: volume, centroid position, and distance

between each volume of interest, including tumors. Distance was measured as the minimum

distance between the two volumes. Dosimetric data on the minimum, mean, and maximum

dose for each volume of interest was extracted from radiation plans. Additional data on each

patient’s treatment plan was also included, which included the patient’s tumor laterality,

tumor subsite, and prescribed dose. All patient data was anonymized; patients were coded

using dummy ids.

45 organs of interest were identified as being of interest by our oncology collaborators,

in addition to the primary and secondary tumor volumes. Of the candidate patients, only

those with data on all 45 organs, and at least one primary or secondary tumor volumes

were included. Since segmentation and labeling of the data were done manually for higher

accuracy, some anomalies in the dataset were found after visual analysis. Patients with

organ position or mean doses more than 3 standard deviations about the population average

were flagged and analyzed alongside our collaborators using the visual computing solution,

and those with likely erroneous radiation plans were also excluded. The selection criteria

was demographics-agnostic to prevent selection bias. 165 patients (140 male, age 59+-8.75

years, tumor N-staging [13] 0th through IVth: 32, 18, 91, 6, and 18, respectively) out of 245

candidate patients were included in the final cohort. The data can be further filtered based

on patient characteristics. Data was then post-processed in order to compute derived features

used in the visual interface, create dose predictions, and label patients with clustering results,

as described below.
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Figure 2.2: Construction of the spatial similarity measure. (A) A sliding window (a sphere, illustrated in 2D here)
steps through the centroids of the organs, to identify nearby organs. (B) Each step in the sliding window constructs
a variable-length vector based on the set of nearby organs (e.g., 2 organs in Step 1, 3 in Step 2, 4 in the n step).
(C) We create two sets of vectors populated with tumor-organ distances and volumes, respectively, for each patient.
These vectors are used as inputs into a similarity function (T-SSIM) to compare two patients. The vectors can be
represented in matrix form (Section 2.3.2).

2.3.2 Algorithms

In order to support computing over images and 3D models (i.e., visual computing) for this

project, we need to design appropriate algorithms for spatial similarity and prediction, de-

scribed below.

T-SSIM Spatial Similarity Algorithm

In constructing a similarity algorithm special considerations need to be made for our prob-

lem. First, traditional methods of measuring similarity along feature vector representations,

such as correlation or mean-squared-error, do not take into account the original structure

inherent in the patient’s anatomy. Second, neither shape-based techniques nor deep-learning

techniques are a good match for this problem (Section 2.2). Third, the large number of

organs-at-risk considered and the lack of clinician agreement makes infeasible the manual

construction of a 3D graph structure based on the head and neck data. Fourth, an algorithmi-

cally constructed 3D graph-structure would have large edge cardinality, making graph-based

matching algorithms infeasible. Because of these considerations, we arrived at a hybrid so-

lution: 1) construct a topological structure based on organ adjacency; this structure will

be common among all patients; 2) for each patient, generate two copies of the structure

with tumor-to-organ distance data and volume data, respectively, specific to that patient;
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3) define a similarity measure over these patient-specific data structures, inspired by image

processing. Fig. 2.2 illustrates this process.

Our spatial similarity algorithm is inspired by the Structural Similarity Index (SSIM) [333],

which is traditionally used to measure signal fidelity when comparing two images. Since the

SSIM was designed for image processing, it takes advantage of an important assumption

about the data: that pixel position serves as a direct analogue of spatial position. Because

our data is already a reduced set of features (organs and tumors), rather than the original

CECT images, this image-based assumption no longer holds. However, by reformulating

the problem, we can use the spatial data we have to achieve the same effect, as described

below. We refer to this novel reformulation as the Topological Structural Similarity Index,

or T-SSIM.

In the original SSIM, a sliding window is used to calculate image similarity between the

same local regions in two images. This local similarity is computed as:

SSIM(A, B) = (2µ(A)µ(B) + c1)(2σ(A, B) + c2)
(µ(A)2 + µ(B)2 + c1)(σ(A, A)2 + σ(B, B)2 + c2)

where µ(A) is the mean of matrix A, σ(A, B) is the matrix covariance between two matrices

A and B, and σ(A, A) is the self-covariance of matrix A; c1 and c2 are small constants that

are used for numerical stability. One of the reasons we use a local window is because image

features and distortions are often space-variant. The window serves to isolate pixels within a

certain distance from each other, so window size serves as a direct analog for actual distance.

In contrast, our data is spatially bound to the centroids of each target volume. Thus, we

need to find a way to encode the distance between the centroids, rather than a pixel distance.

While the direct equivalent of a sliding window would be constructing a 3D area and sliding

through different voxels, most of those voxels would be empty. Instead, we construct a

topological equivalent.

In order to construct a topological equivalent to the SSIM image data, and create a sliding

window analog, we need notation to describe when two volumes are within a window, for

which we will use the concept of spatial adjacency. Let us define a matrix D
|O|×|O|, where
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di,j ∈ D denotes the average distance between organs i and j across the cohort. We define

two organs as being adjacent when the average distance between them is less than a certain

distance dmax. Mathematically, we can write this as oj ∼ oi ∀ oj, oi ∈ O | di,j < dmax,

where the ∼ operator denotes adjacency. If we consider our window to be a 3D sphere

centered at a point, we can define all organs within the window as all the points adjacent to

the center of the sphere (Fig. 2.2A). For efficiency, we will only consider the set of windows

centered at each organ. Conversely, we can represent this set of windows as an adjacency

matrix M |O|×|O|:

Mi,j =

1 oi ∼ oj

0 else


In other words, the row Mi in our topological structure is a row representing all organs that

are within a certain distance from organ i (Fig. 2.2-B). Via line search [294] so that the

whole topological structure is connected, we found the optimal parameter dmax as 80mm for

the window size. The topological structure is common across all patients.

The next element we need is pixel value analog. In our data, each organ is bound to

several variables that could be used. Alternatively, we can compute similarity over multiple

variables, and take a weighted average of them. The downside of such an approach would

be that not all possible variables influence equally the final result, so using multiple values

would require careful weighing of the values. To overcome this problem, we consider the

underlying formulation of the SSIM.

The original SSIM formulation can alternatively be written as the composition of three

functions for intensity (luminance), contrast, and structure. These components can be writ-

ten as:

l(x, y) = 2µ(x)µ(y) + c1

µ(x)2 + µ(y)2 + c1

c(x, y) = 2σ(x)σ(y) + c2

σ(x)2 + σ(y)2

s(x, y) = 2σ(x, y) + c2

2σ(x)σ(y) + c2
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using the same SSIM notations. This formulation allows us to combine multiple variables.

While we found that the distances between the primary tumor and each organ provided good

matches using the original SSIM formulation, we can augment that measure by considering

the organ volume as another intensity channel.

For notation, let us consider the set of the organs adjacent to organ i, Mi, and patients A

and B. Let us instantiate a copy of the topological structure with the matrix of tumor-organ

distances T |P |×|O| and another copy with the matrix of organ volumes V |P |×|O| (Fig. 2.2-C),

where Ti,j represents the jth organ of the ith patient. We want to perform calculation over

subsets of adjacent organs that we encoded in M . We can write each of these local subsets

of values as Mi · Tj = T
(i)
j and Mi · T = Vj = V

(i)
j . Put simply, T

(i)
j is the set of tumor-organ

distances for all the organs near organ i, for patient j. With this notation, we can now define

local similarity as:

fi(A, B) = l(T i
A, T i

B) l(V i
A, V i

B) c(T i
A, T i

B) s(T i
A, T i

B)

By summing up the local similarity scores along the entire set of organs, we obtain a

similarity score for patient A and patient B. We can then generate a matrix of similarity

scores S|P |×|P |, where each entry is:

SA,B =
∑|O|

i=0 fi(A, B)
| O |

Scores are normalized across the dataset to be between 0 and 1. In Fig. 2.1 right, note

how this measure successfully retrieves patients with similar tumor location.

Prediction and Statistical Analysis

To predict a patient’s dose distribution, we use a weighted k-nearest-neighbors algorithm,

which is a common method of prediction in similarity-based health models [284]. The dose

distribution prediction was calculated as the per-organ dose average of the k most similar

patients:
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Radpredicted
i,j =

∑
n ∈ Ni

Sn,jRadn,j∑
n ∈ Ni

Sn,j

where Rad|P |×|O| is a matrix of radiation doses across the cohort, Radi,j denotes the radiation

dose to the jth organ for the ith patient, and Ni is the set of the k most similar patients to

patient i.

Even before applying clustering to this similarity matrix, we started noticing unusual

groups of patients forming based on this similarity measure, and specific patterns of radiation

distribution. An immediate goal became to perform clustering and statistical analysis using

this spatial measure, and incorporate the resulting information: each patient was labeled

with a cluster computed separately from the similarity measure, as discussed in Section 2.4.

To allow for the dosimetric and tumor-organ distance data to be viewed across the whole

dataset, principal component analysis (PCA) [99] was done on the matrix of radiation doses

Rad and tumor-organ distance T . When making a prediction, only patients within the same

cluster were considered. When analyzing the optimal number of matches for our prediction

(Section 2.4), we found that the number varied with the size of the cluster, and making the

parameter tunable for different clusters helped improve performance. After testing different

parameters via line search [294], we found that a good number of matches to use was the

square-root of the cluster size.

Because the input RT plans already consider maximum organ doses, and minimum target

constraints [338], the predicted results fall within clinically acceptable ranges. All data

processing, calculations for similarity, predicted dose, and PCA were computed offline, and

information was exported as a JSON file for use in visual steering.
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Figure 2.3: Three stylized views of the 3D radiation plan for Patient 152 showing the actual (left), the predicted
(center), and the prediction error (right, in blue) in the radiation plan. Circular markers indicate the location of
organs at risk, and black markers indicate the tumors. Red luminance is mapped to the radiation dose (higher dose
mapped to darker shades) and blue luminance is mapped to error size. Transparent organ models are shown for
context. The pale markers at the top correspond to the eyes, and the lowest marker is located down the spine.

2.3.3 Visual Steering Design

Once the visual computing algorithms are defined, a visual analysis interface enables the

domain experts to steer the further development of these computation processes. By in-

troducing an interactive visual steering component, we are able to leverage domain-specific

knowledge, and support the discovery of patterns in the data. The visual analysis com-

ponent of this application (Fig. 2.1) followed multiple design iterations, aligned with the

similarity algorithm and prediction algorithm development. The final prototype design was

designed to support the following activities (i.e., sets of tasks), derived from the domain

characterization: (1) analyze the result of data clustering and similarity measures in the

context of the entire cohort, and of spatial and dosimetric data, (2) analyze the inherently

spatial dosimetric data extracted from the patients’ scans and radiation therapy plans in a

way that is visually intuitive to the domain experts, (3) compare those similar patients used

in dose predictions, (4) analyze the result of our T-SSIM patient similarity measure, and (5)

analyze the results of the dose prediction algorithm.

The final prototype comprises several linked views. We chose to use linked views be-

cause they allow visual scaffolding from familiar visual representations to less familiar en-

codings [197]. Unlike public health research, which is focused on cohorts, precision medicine
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is about the treatment of a specific patient, so the entry point to the application is a search

box for a specific patient within the cohort (the default is the first patient). Because radi-

ation oncologists are familiar with RT plan renderings, a 3D stylized radiation plan of the

selected patient is placed centrally on the screen (activities (2) and (3)). Additional RT

views for the most similar patients put the patient in a local context, and allow users to

assess how the prediction algorithm is being used concretely (activities (3), (4), and (5)). To

support analysis within the cohort, and allow for clustering studies context (activity (1)),

a scatterplot shows the clustering data among different dimensions that can be explored.

Finally, we provide a novel encoding that allows for the local dose distribution of each organ

of interest to be understood within the context of the k most similar patients (activities

(3), (4), and (5)). By linking the views, we provide a way of allowing specific plans to be

understood within context, and we support a variety of workflows for exploring the data.

We describe each component in detail below.

Stylized Radiation Plan Renderings

Centrally in the visual interface is a stylized 3D rendering of the radiation plan for the

selected patient (Fig. 2.3). Organs of interest are represented as circles drawn at the organs’

centroids. In order to reduce issues with segmentation and allow the visualization to be

rendered without requiring information on the entire 3D contours from the CECT scans,

the organ shapes are represented using transparent, generic 3D VTK models, centered at

the centroids of the target volumes. A slider changes the opacity level of the organ models

in the radiation plan, as well as the color-scale to the right of the radiation plans. By

combining centroid data and generalized models instead of full 3D contours, we effectively

reduce the computational requirements of the system and minimize visual occlusion while

still showing a recognizable 3D structure of the patient anatomy. We encode dose to each

organ with the luminance of the respective centroid node and model; we encode larger doses

with darker values. Gross Tumor Volumes (GTVs) are shown only as nodes located at the
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tumor centroids, drawn in black, to make them identifiable, with a radiation-dose luminance

border, as there are no corresponding 3D contours for these regions. Additionally, when

both a primary tumor (GTVp) and secondary (GTVn) are present, a line segment is drawn

between these nodes, to further emphasize their spatial relationship. These stylized 3D

views, as well as a miniature cube with orientation labels (scene bottom-right corner), can

be rotated in sync by direct manipulation to allow the user to more easily see specific areas

while still being able to recall the current orientation quickly. Additional marks, labels,

and details on demand display information about organ names, dosage, volume, and tumor

location, to help correlate information across the views. This stylized 3D view was the result

of several design iterations, ranging from highly stylized node-link renderings of the organs

to fully-fledged volume renderings, and a variety of markers and labels to indicate current

orientation and details.

Because one of the goals is to be able to analyze the result of the prediction algorithm,

tabs above the radiation plan allow the user to change the view to the predicted plan, and

to the prediction error in the plan. We encode the prediction error using a blue hue in order

to distinguish which information is currently shown.

A separate, scrollable panel (Fig. 2.1-right) shows similar stylized 3D views for the nearest-

neighbors of the selected patient, sorted by descending similarity. Allowing the user to

control the matched radiation plans separately supports the placement of those plans near

the selected patient plan for easier comparison. For these neighbor RT plans, the similarity

score between the given patient and the currently selected patient is shown in the top-right

corner. Two color scales, automatically populated to encode the upper bounds of the doses

found in the dataset, serve as a visual reference for colormaps, as well as inform the user of

the minimum and maximum mean dose, and prediction error in the data. A neutral gray

background was used to allow for contrast with both colored visual encodings and black

text [91], and to allow for white to be used for brushing and linking.
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Figure 2.4: Two configurations of the scatterplot. The data can be plotted across the principal components of the
radiation doses (top), primary and secondary tumor volumes (bottom), and principal components of the distances
between each organ and the primary tumor volume (see Fig. 2.1 top left).

Scatterplot View

A main activity of interest to our collaborators was being able to analyze clustering results

in the data. Additionally, We wanted a way to find correlations across the dataset to help

identify where the largest prediction errors were occurring. Since the main data of interest

was the relationship between spatial information and the radiation plan, followed by dose

prediction, we selected the distances between the GTV and the 45 organs of interest and the

dose information, respectively, as two of the feature spaces that could be viewed. For these

feature spaces, PCA was done to project the 45 data dimensions to two. After several visual

computing iterations and further discussion with collaborators (described in the Evaluation

section), it was determined that tumor volume was also an important factor, and so it was

included as an additional space. Since tumor volumes are usually categorized in 3-4 discrete

stages, we used both the GTVp and GTVn volumes as proxy values to allow for better
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discrimination among the cohort.

Patients in the scatterplot are color-coded according to cluster labels. The number of

clusters shown was decided also through several design iterations, described in Section 2.4.

In order to allow for easier perception of outliers, an envelope is drawn around each clus-

ter. Animated transitions when changing the axis variables in the scatterplot allow for a

visual understanding of how the different clusters are distributed across multiple dimensions

(Fig. 2.4). Tooltips on the scatterplot allow the user to view the name, size, mean dose, and

mean prediction error for the entire cluster.

Markers in the scatterplot are sized by the error in the radiation dose prediction for each

patient to allow easy identification of patterns in prediction error, and to find outliers in

the data. By default, patients are represented as semi-transparent circular markers, while a

different shape is used for the patient in focus (a cross) so they can be more easily identified

via pre-attentive cues. In an application of Tufte’s layering and separation principle [311],

patients used as matches for the selected patient are given a higher opacity and larger border

so that they can be identified among the rest of the cohort. Additional tooltips allow the user

to view the patient id, position, mean dose, prediction error, cluster, and current position in

the scatterplot.

Parallel-Marker Plot for Organ Doses

While rendering the radiation plans in 3D provides an intuitive understanding of the rela-

tionship between the anatomical structure of the patient and the radiation plans, it proved

insufficient for understanding the details of how the dose prediction was generated for each

organ. Often, the dose distribution will vary significantly in a few organs across the clus-

ter, while others, such as the brainstem and eyes, show little variance. In addition, a small

number of matches means that a single outlier can strongly skew the distribution for certain

organ predictions.

As a result, we wanted a way to explore and analyze the dose distribution across the

34



matches used for the prediction, while keeping track of spatially-collocated organs. Because

predictions are based on a small number of patients at a time, traditional statistical plots such

as box plots or violin plots are not appropriate for this task, as a single outlier would skew

them in the data. Likewise, encodings that rely on size to encode distribution density require

excessive screen real-estate to be visually discernible, which is infeasible when visualizing a

large number (45 organs) of distributions.

Instead, we introduce a spatially-aware parallel marker encoding to fit our goals (Fig. 2.1

bottom). The encoding uses a parallel coordinate system, where the x-axis is divided into

equal-length bins, each corresponding to one organ of interest in the radiation plan, not

including GTVs. To encode spatial organization of anatomical marks, we started by grouping

the 45 organs into 6 different categories (Throat, Oral Cavity and Jaw, Salivary Glands,

Eyes, Brainstem & Spinal Cord, and Misc), which were determined after discussion with our

radiation oncology collaborators at MD Anderson Cancer Center, and we laid out organs

within each category contiguously along the x-axis. A vertical line is extended up the center

of each bin to provide a visual reference. The order of the axes is fixed and based on the

anatomical groups. The y-axis encodes dose, scaled based on the minimum and maximum

dose found in the entire dataset. Moving the mouse into a bin highlights the vertical line

for that bin, and brings up a tooltip giving the name of the organ, the predicted organ dose,

and the actual organ dose for the currently active patient.

Within each bin, the dose to the specific organ is encoded by a marker for each patient

considered for the current prediction. We chose to plot each patient point individually,

given the relatively small number of points in each bin. By making makers semi-translucent,

regions where several points overlap appear as more opaque, giving a visual indicator of

density. The current patient is denoted by a different shape (cross), while matches are

shown as dots and colored based on their clusters, maintaining consistency in color and

shape with the encodings in the scatterplot. The predicted dose is also denoted by a cross

marker, colored in blue. The size of dot markers is based on the computed similarity with
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the given patient. This encoding serves as a visual metaphor, as larger dots carry more

’weight’ in the prediction, and the predicted dose is effectively at the center-of-mass of the

dots in each bin. We converged to this composite encoding after experimenting with and

discarding parallel plot coordinate plots, as well as a variety of other axis encodings, markers,

and channels.

The different views are linked through color, marker shapes, and brushing and linking.

For example, when the user hovers over the encoding of another patient, all other encodings

related to the same patient are highlighted in white (Fig. 2.1). Additionally, the user can

select a patient to bring into focus by clicking on a point in the scatterplot or clicking on

the patient ID label above their radiation plan. The data processing and algorithm for our

system was implemented in python, using the NumPY library [318] for doing numerical

computations, and Pandas [213] for data-processing. The front-end visualization was imple-

mented as a web-based tool using HTML, CSS, and Javascript, with the three.js [36] and

d3.js [27] libraries.

2.4 Evaluation and Results

Because of the visual computing nature of this project, we use a hybrid quantitative and

qualitative evaluation methodology shaped along two case studies. We first present a case

study of how visual analysis was used in conjunction with our similarity measure to help

develop and improve the prediction algorithm. Along with this discussion, we present quan-

titative data about the prediction performance. In the second case study, we present a

qualitative evaluation done with four senior domain experts in data mining, biostatistics,

cancer medicine, and medical imaging.

2.4.1 Case Study: Algorithm Development

One of the topics of interest to our collaborators was understanding the importance of

structural similarity in predicting radiation plans. However, traditional prediction methods

are complicated by the fact that radiation plans can vary widely based on subjective planning
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Figure 2.5: Example radiation plans for the 4 different patterns identified in the data. Top left: a plan with a
higher dose to the lower-anterior throat. Top right: a plan with a ’standard’ dose distribution, where radiation is
lower in the throat and distributed to both the left and right sides of the head. Bottom right: a plan with dosing
primarily to the right side of the head. Bottom left: a plan with dosing primarily to the left side of the head.

factors that can be patient-case, clinician, or institution specific. In this first analysis, we

discuss the development and performance of our prediction algorithm in conjunction with

this goal, demonstrate how insight from the visual computing tool was leveraged to help

improve the prediction algorithm, and how visualization can be used to convey the results

to clinicians to allow for better expert feedback in the algorithm design process.

We begin by first describing our measure for quantitatively assessing the success of the

prediction algorithm. Given that for each patient in the cohort we have access to the actual

RT plan for that patient, the accuracy of prediction across the cohort can be computed via

leave-one-out validation, as follows: 1) for each patient in the cohort, use the tumor-to-organ

distances and organ volumes to determine the most similar patients in the cohort via the

T-SSIM similarity measure; 2) use the set of similar patients’ RT plans to predict the dose

distribution per organ (i.e. the RT plan) of the current patient; 3) compute and report the
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prediction error as the difference between the predicted RT plan and the actual RT plan

for that patient; 4) report the mean error across the cohort. In assessing error, we chose

to compute the total absolute error for each patient. We decided on this measure over root

mean squared error (RMSE), since the RMSE is typically done to more strongly punish

outliers. Because we are interested in typical patterns for the patient, we are less interested

in the effect that outliers have on the prediction.

Using the similarity measure and prediction algorithm without dividing the cohort into

clusters, we initially found a mean prediction error of 16.68%, or 6.15 Grays (Gy), with a

standard deviation of 9.31%. We compared this method to the naive method, where the

predicted dose distribution is simply the average of the entire cohort. Using this naive

method, we get a mean error of 20.62%, or 7.48 Gy with a standard deviation of 14.0%,

which was suspiciously close to the performance of our initial prediction.

To better understand these results, the data and outliers were inspected using the visual

steering tool. For each outlier prediction in the dataset, we inspected the k nearest neighbors

selected for the prediction in the RT panel adjacent to the outlier patient. Where visual

inspection did not pick up on subtle cues, the dose distribution plot was particularly useful

in helping identify suspicious neighbor matches. Using the RT views, RT outliers were

found to belong in three distinct pattern classes. Patients in these classes had larger errors,

suggesting that they had peculiarities in their dose distribution that were not being captured

by our similarity measure alone. RT plans for the patients in the 3 classes were analyzed and

discussed with our radiation oncology collaborators and contrasted with patients with good

predictions. In this manner, we identified four distinct patterns in how the RT plans were

distributed (Fig. 2.5). This finding was subsequently confirmed in the scatterplot panel.

The first, largest group was the ’standard’ plan, recognized by our collaborators as most

common for the cohort. Another group comprised a subset of the patients that received

additional radiation to their lower throat, near the larynx. While surprised by this finding,

our collaborators found this second RT plan type consistent with results reported by Amdur
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et al. [11]. Amdur et al. discussed the choice of delivering additional irradiation to the larynx

in patients and compared it to other methods of irradiation that largely avoid irradiating

the larynx at all, leading to two potentially highly different dose distributions based on

subjective choices made by the physician. The remaining two plan types were groups that

appeared to have received highly unilateral radiation to only a specific side of their head, with

the two groups corresponding to the two sides of the head. The radiation oncologists were

enthusiastic and surprised by the power of the measure in making these findings possible.

It was determined after discussion with our collaborators that the differences between the

four plan types were likely due to radiation planning methods related to several other factors

than tumor location, including the health of the patient, the tumor staging, and whether a

biopsy had previously been done on the primary or secondary tumor.

Given this insight, we investigated introducing four clusters into the prediction, based on

the different radiation plan archetypes found. This time, by only considering similar patients

within the same cluster, our prediction error improved dropped to 12.3%, or 4.71 Gy, with a

standard deviation of 4.43%. When normalized by prescribed dose, the total prediction error

is 6.87% across the four clusters and for the 45 organs considered. Beyond the ability of the

measure to identify the four RT classes, this prediction power was considered remarkable by

our medical collaborators.

2.4.2 Case Study: Toxicity and Clustering Outlier

Because our project aims to support expert researchers in a specialized domain, we performed

a remote qualitative evaluation with four senior domain experts, who are co-authors on this

paper (GC, DV, BE, GM). The experts have backgrounds in data mining, biostatistics,

radiation oncology, and medical imaging, respectively. All participants were familiar with

the visual computing application throughout its development stages. Because of the experts’

participation in the design process, the lack of an alternative existing system to solve the

same problem, and in further accordance with the ACD paradigm, the evaluation was focused

on the functionality of the application with respect to the target problem. Participants were
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Figure 2.6: Snapshots of key moments during the qualitative evaluation. (A) Picture of the dose-PCA scatterplot on
the reduced cohort using the clustering provided by GC. Clusters visibly divide the feature space despite being done
without dose information. (B) RT plan for the patient being inspected (shown in (A) as the cross orange marker).
(C) RT prediction error for the patient. Error rates are highest on the left side of the head. (D) Close up of the dose-
distribution. One of the matches (highlighted) is significantly further from the other matches. (E) Parallel-marker
dose plot of the patient and its matches. Doses from the suspicious match (highlighted) are significantly lower for
several adjacent areas. (F) Radiation plan of the suspect patient, who received almost no radiation to the left side
of their head.

given a briefing on the different components and basic functionality of the visual interface,

and were encouraged to ask questions to guide the exploration of the data and results. The

first author navigated the application with direct guidance from the participants, who were

shown the same screen and were able to communicate with each other.

The main goal was to investigate whether our similarity measure can predict whether a

patient will develop a particular toxicity (side-effects) after RT treatment, such as requiring

the insertion of a feeding tube (FT). There are no current algorithms that can accomplish

this type of prediction. The starting point of this investigation was a subset of 92 patients in

the cohort for whom toxicity data was readily available. Collaborator GC had generated a

clustering of this subset using our similarity measure, with the aim of correlating the tumor-
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locations and RT plans with the toxicity data. The clustering had yielded three clusters,

one of which was statistically correlated with the feeding tube toxicity.

The investigation (Fig. 2.6) started with the group examining the resulting clusters. Clus-

tering had been done on the patient similarity scores provided by our similarity measure, and

no expert (including GC) had seen the labeled results before in the context of the patient

spatial information. The analysis started with the scatterplot visualizing the clusters, with

targeted questions about the three PCA tabs. In the organ-dose plot, a collaborator noted

that the clustering visibly divided the patients into separated groups. This was exciting to

the group, given that the clustering had been done over the spatial similarity only, inde-

pendent of dose. One of the visual computing researchers pointed out the cluster that was

statistically correlated with the feeding tube outcome (turquoise cluster in Fig. 2.6.A).

Upon further inspection, the group noted that some of the matches within a different

cluster (orange cluster in Fig. 2.6.A) were far apart in the organ-dose plot, while being close

in tumor-organ distance plot. The group asked why that was, and proceeded to examine

the RT views of that patient (Fig. 2.6.B), followed by the patient’s predicted RT plan.

Upon noticing spatially-localized higher prediction errors (Fig. 2.6.C), the group proceeded

to examine the RT views of the nearest neighbors used to compute the prediction. By

linking the view of each neighbor with the corresponding highlighted mark in the organ-dose

scatterplot, the group was able to determine a suspicious match: while the tumor location

in the neighbor was very similar to one in the patient under consideration, the two patients

were apart in the dose-distribution plot (Fig. 2.6.D). A detailed investigation of the two

patients and their match followed, this time using the parallel-marker plot (Fig. 2.6.E). One

of the experts noted a localized difference in a contiguous subset of organs in the marker

plot (last quartile of x-axis), and as the group circled back to the RT view of the match,

they noticed that the neighbor RT featured a low dose to half of their head (Fig. 2.6.F). The

expert in radiation oncology explained that the way the radiation plan was done could have

been affected by a number of factors, such as if a biopsy had been performed on the patient’s
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lymph node. This led to a group discussion of the earlier case study and the usefulness of

including a fourth cluster in the analysis, potential ways to incorporate more patients, and

future plans to predict other toxicity outcomes based on the RT prediction.

An interesting result of this evaluation was the ability of the different domain experts to

guide parts of the visualization and ask questions to each other. The collaborator with a

background in data mining understood principal component analysis, and was able to explain

the plot tabs to another expert. Instead of stopping the investigation with a convenient

p-value finding, the group continued to examine the clustering that had generated that

outcome, and were able to spot outliers and suggest improvements to the clustering. The

medical imaging expert caught on the spatial dose pattern and explained it to the other

specialists. When analyzing why two patients were being matched despite having notably

different dose profiles with the clustering, the expert in radiation oncology provided the

rest of the group with a clinical rationale for that fact. The statistician picked up on that

interpretation, and suggested additional data collection. The group was able to efficiently

use the whole system in order to make an important observation. Overall, we believe that

this evaluation highlights a potential for visual computing methods such as these to support

interdisciplinary collaboration more effectively.

2.5 Discussion and Conclusion

This work introduces a hybrid topological-image fidelity approach to creating an RT spatial

similarity measure. Our results show that the resulting measure can successfully retrieve

patients with similar tumor location. The similarity measure was then successfully used to

make a valid prediction of RT dose distributions in a new head and neck cancer patient. The

development of this measure and prediction algorithm was made possible through a visual

steering approach, where a visual interface coupled with the spatial algorithms enabled us

to identify and analyze situations where early algorithm versions failed. The same approach

enabled us to identify four specific RT patterns in the data, and, in conjunction with the
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spatial similarity measure, to improve prediction. When evaluated on a dataset of 165

patients, the prediction had low mean error: 4.71 Gy, compared to doses per organ as high as

70-90 Gy. We also observed low 4.43% standard deviation in the computed error, suggesting

high certainty in our prediction. This type of certainty is particularly important when dealing

with life-affecting patient outcomes. In conjunction with clustering, the spatial measure

enabled detecting correlation between patient groups and a specific toxicity, paving the way

towards precision medicine that leverages spatial information in patient data repositories.

Another result of this integrated approach is the ability to visually assess outliers and

problems in the data. Since our data relies on segmentation of complex CECT images, prob-

lems in the data are to be expected. The high-dimensional nature of this data, combined with

a relatively small dataset, makes outlier detection using traditional methods difficult. Addi-

tionally, automatic outlier detection methods are insufficient, since the presence of different

clusters in the radiation plans means that new data could appear to be outliers, when in

fact they are valid, but uncommon, RT plans, or that bad data can insidiously look ’normal’.

However, by visualizing outliers, we were able to consult with experts in order to determine

if the resulting anatomies and radiation plans are plausibly valid, or can be removed. For

example, two patients in the cohort had several organs, including their eyes, positioned near

the base of their throat. While these configurations are physiologically impossible, they were

not detected in standard outlier detection, and even showed high similarity scores with each

other.

Our qualitative evaluation also shows that an approach grounded in the ACD paradigm

and visual scaffolding principles can lead to a satisfactory outcome for a difficult scientific

problem. Using this approach, collaborators with a variety of complementary expertise

were able to work together in order to gain insight into the relationship between spatial

information and RT plans. A coordinated-views paradigm allowed us to leverage visual

representations familiar to some of the experts, in order to expose those experts to novel

or unfamiliar encodings. For example, oncologists were able to make connections between
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RT volume renderings and the cluster and parallel-marker encodings. In the same vein, we

note that our parallel-marker plot builds on familiar statistical plots while accommodating

fewer samples and spatial contiguity. Because these visual encodings were developed through

participatory design, we do not explicitly report feedback, which was enthusiastic, from our

collaborators.

While our approach and spatial algorithms are generalizable to other problems in medicine

and elsewhere, we note that there are limitations as well. First, details of an RT plan can

change based on factors specific to the clinician and institution. For example, we have seen

in our data that there are many cases where two patients are similar in terms of tumor

location, but only one patient has highly-unilateral dosing. When generalizing a prediction

method, we have to consider that other clusters could arise due to differences in the data, as

well as technological and methodological differences between institutions. As a result, being

able to inspect the data and leverage clinical knowledge is an essential function that can be

accomplished through the use of visual computing.

Furthermore, while our current measure can encapsulate volumetric and spatial informa-

tion, microscopic as well as higher-level information on the organ structure, such as shape

and orientation, could be relevant and could also be included. Additionally, computing the

similarity scores requires | Cohort |2 computations, where | Cohort | is the size of the cohort,

and so it is done offline, while more sophisticated clustering methods are run off-site. This

means that currently, online analysis can take place only once the results are generated.

On 5 trials using a machine with 8GB DDR4 RAM and Intel i5-7200U 2.5GHz processor,

the offline calculation took under 10 minutes (100.5s for processing and 476.5s for predic-

tion, on average). This amount is negligible compared to the week-long IMRT planning

process, which also requires medical professional input during the planning. In addition, our

parallel-marker plot, which works well for 45 organs, has limited scalability to thousands of

measurements. Finally, while our approach does not rely on learned parameters, we need to

specify two meta-parameters: window size for computing organ adjacency, and an optimal
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number of matches to use in the prediction, which may affect generalization. In our study,

we found the optimal parameters via simple optimization [294].

In conclusion, We present a visual computing approach to support the development of

a predictive algorithm to estimate radiotherapy plans in head and neck cancer patients.

We present a novel, hybrid way of measuring anatomical similarity based on topology and

measures of image fidelity. This similarity measure is then used in the emerging field of

precision oncology, to retrieve patients in a cohort who are likely to have similar radiation

plans and outcomes. By tightly coupling a visual analysis interface and a novel encoding

with our algorithms, we derived valuable insight into the role that spatial information plays

in radiation therapy planning, and were able to drive the development of the predictive

algorithm. This visual steering approach is supported by employing coordinated views of

spatial and nonspatial, statistical data. These views allowed domain experts in radiation

oncology, statistics, data management and medical imaging to explore the data from different

perspectives. Ultimately, the visual computing methodology presented in this paper enables

calculations and insights into medical data that were otherwise not possible.
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2.6 Chapter Conclusion

This work is an example of early applications of domain characterization and visual encoding

design for spatial unsupervised machine learning with specialized anatomical data. Addi-

tionally, I propose a spatial similarity measure for the unsupervised model using clinical data

which contains booth coordinates and spatial geometry, which were later integrated into the

clustering used in chapter 3. This chapter focuses on proposing front-end solutions with

an established dataset. In the next chapter, I will focus on introducing closed-loop model

iteration directly into an interface that uses spatial data, while exploring how to perform
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domain characterization and encoding when the project is still in the data collection and

exploration stage, leading to rapidly changing design and data requirements in the context

of COVID-19 data.
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Chapter 3

(MOTIV) Transparent Data Mining and Inference for Social Media
Data

This chapter discusses applications of Explainable Data Mining approaches for the Digital

Humanities, with an emphasis on geospatial-temporal data. In particular, I will focus on

dealing with the VC+ML sensemaking process for projects that are developed during the

data-foraging stage of the sensemaking loop, and introduce examples of closed-loop model

building integrated directly into the user interface.

In this chapter, we present a visual computing framework for analyzing moral rhetoric

on social media around controversial topics. Using Moral Foundation Theory, we propose

a methodology for deconstructing and visualizing the when, where, and who behind each of

these moral dimensions as expressed in microblog data. We characterize the design of this

framework, developed in collaboration with experts from language processing, communica-

tions, and causal inference. Our approach integrates microblog data with multiple sources

of geospatial and temporal data, and leverages unsupervised machine learning (generalized

additive models) to support collaborative hypothesis discovery and testing. We implement

this approach in a system named MOTIV. We illustrate this approach on two problems,

one related to Stay-at-home policies during the COVID-19 pandemic, and the other related

to the Black Lives Matter movement. Through detailed case studies and discussions with

collaborators, we identify several insights discovered regarding the different drivers of moral

sentiment in social media. Our results indicate that this visual approach supports rapid,

collaborative hypothesis testing, and can help give insights into the underlying moral values

behind controversial political issues.
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A shorter version of this paper was submitted to the 2023 IEEE Vis Workshop Vis4PanEmRes [347].

The full paper has been published in the Computer Graphics Forum [348]. Supplemental

Material for this paper is listed at

https://osf.io/ygkzn/?view_only=6310c0886938415391d977b8aae8b749.

3.1 Introduction

Figure 3.1: MOTIV visualization of moral framing on social media in 2020. (A) Summary panel showing tweet
feature such as sentiment and tweets for or against the topic (B) Model building view showing inference scores for
county votes within each county vs tweets expressing Loyalty, derived from a generalized linear model (C) Timeline
of tweets, along with retweet count, COVID-19 cases, and sentiment. (lower bar). Counties from LA are shown in
bold (D) Glyph-based map of counties showing 2016 voting history (color), voting age population (width), and tweets
(height).

Social media has become a center of discussion of heated political discourse, ranging from

the response to local government policy, to the rise of the #MeToo and #BlackLivesMatter

protests in the US, and the shifting narratives that drove increasingly polarized reactions

to the COVID-19 pandemic. The shift towards social media for discussing divisive political

issues has made morality a vehicle for political messaging of all kinds, from social movements,

misinformation and political propaganda through the use of modern moral panics [251].

In addition, the effect of the pandemic has inspired a renewed interest in understanding

driving factors in the propagation of ideas on social media [2, 3]. Analyses of social media
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discourse have attempted to either distill quantifiable text features that summarize popular

topics [204,236] or identify the content spread by major influencers such as news outlets [40].

However, such basic text features often miss key information about users’ motivations and

personal values.

One approach that can help quantify users’ motivations when considering social media

dynamics is Moral Foundations Theory (MFT) [110]. Moral Foundation Theory is a psycho-

logical tool that proposes using a set of “Moral Foundations” as a basis to explain human

reasoning. In this model different Moral Frames, such as Loyalty or Authority, can give in-

sight into the nature of political discourse that is missing in traditional social media analysis

approaches which consider only demographic and social factors. MFT has been applied to

predicting social dynamics [30, 73], reaction to violent protests [105, 223], responses to hate

speech [353], and reaction to appeals for charity [126,331].

Social media analysis of ongoing topics gave several challenges. From a computational

perspective, the short, informal nature of tweets, reliance on context and linked media in

tweets, and the difficulty in understanding moral framing make traditional natural language

processing (NLP) approaches such as semantic dictionaries and neural models relatively

ineffective. For example, the sentence “Fauci said we should stay home!” could be a pro-

SAH tweet that is expressing Authority by following an expert. On the other hand, this

same sentence posted by a different individual may use this as an anti-SAH expression of

Freedom, depending on the individuals’ and their audience’s feelings about Anthony Fauci.

Therefore, meaningful analysis of social media data benefits from human-in-the-loop expert

input and data visualization.

Additionally, the changing nature of the COVID-19 pandemic used a basis for this project

produced many dynamic challenges to the design process. These ranged from the expected

size of the dataset, to the features used, and difficulties with identifying retweets and multiple

tweets between users, which quickly changed what was feasible with the data. Furthermore,

Our collaborators come from a variety of backgrounds, and thus had different baseline ex-
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pectations and workflows, and the short nature of the project meant that our collaboration

had limited time to mature. While the design process was a challenge, it did yield several

domain specific insights that were published by our collaborators in addition to our visu-

alization work [93, 273]. Our design process had to meet significant challenges, from vague

requirements to ongoing data foraging.

Visualization of MFT social media data poses several challenges. First, tweets may feature

more than one MF, making succinct summarization difficult. In addition, because of the need

to capture context in social media trends, the resulting data is large scale, and both temporal

and geospatial. Last, the data is analyzed at multiple levels of detail, from high level trends

in large corpuses to detailed content and local context. As a result, a solution needs to be

able to handle a large number of different features while still maintaining an acceptable level

of visual simplicity to make the system usable for clients with limited visual literacy.

In response to these challenges, we present a novel integrated visual framework for an-

alyzing Moral Frames in social media. This framework is designed in collaboration with

domain experts in NLP, machine learning, communications, and social science. Our collabo-

rators are keenly interested in analyzing how differences in messaging affect public sentiment

regarding controversial issues related to public health and welfare, in order to improve pub-

lic messaging for social good. Our contributions are: 1) An analysis of the activities and

workflows needed for the Moral Frame analysis of discourse; 2) The activity-centered design

and implementation of MOTIV (Media Opinion Trend Inference and Visualization), a visual

analysis system for exploring annotated, geotagged social media MF data; 3) An evaluation

with domain experts in multiple fields; and 4) Lessons learned from the design process, with

particular emphasis on working with an evolving dataset and during the data foraging and

data understanding phases, as well as challenges when working with domain experts with

limited visual literacy and different design goals.
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3.2 Related Work and Background

Moral Foundation Theory is a model for analyzing social dynamics by identifying under-

lying “moral frames” implicit in the values expressed by individuals within a group. MFT

was introduced by Graham et al., as a way of discussing the difference in moral values among

groups. Graham’s model used 5 (later expanded to 6) foundations, which are each split into

positive (virtue) and negative (vice) orientations. For example, one frame is Care/Harm.

“Care” is the virtue that is defined as “the need to help or protect oneself or others”. “Harm”

is the contrasting vice, which deals with “fear of damage or destruction to oneself or oth-

ers” [109]. The 6 pairs of 12 Moral Frames are: Care — Harm, Loyalty — Betrayal, Authority

— Subversion, Purity — Degradation, Fairness — Injustice, and Freedom — Oppression.

Of these Moral Frames, Loyalty, Authority, and Purity are often referred to as “binding

frames”, which are the ones more strongly associated with conservatism. In contrast, Care

and Fairness are “individualizing frames”, which are associated with Liberalism. Freedom

and Oppression are unique Moral Frames, proposed to better capture the viewpoints of

Libertarians [132].

MFT has been used throughout social science in order to explore different values within

groups, such as how individuals within different political parties may value different moral

frames differently [155]. Moral arguments affect individuals’ stance [266]. Moral foundations

have also been tied to public health behaviors. For example, vaccine hesitancy is associated

with Purity and Liberty, while pro-vaccine messaging focuses on Care and Harm [12]. Re-

search has suggested that demographics influence moral framing, with women being more

affected by Care/Harm, Injustice, and Purity [353], and Authority, Loyalty, and Purity are

linked to conservative viewpoints in White Americans, but not African Americans [72].

Alternatives to MFT include the theory of Moral Motives [137], Dyadic Morality [281],

and Relationship Regulation Theory [258]. We use MF theory over these alternatives as it

provides the most diverse set of moral dimensions, and has been successfully used in popular

textual frame analysis models in political communication [90]. Research has also shown that
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moral judgment combined with emotion is a primary driver of viral spread in social networks

and public health [122, 314]. MFT is thus a valuable tool for understanding how discourse

develops around politically divisive issues on social media. In particular, we look at the MFT

rhetoric surrounding politicized issues in the U.S, how moral valuation and stance relate to

demographic factors, and the underlying Moral Foundations driving discussions on Twitter.

Social Media Analysis and Visualization Many studies have been done regarding social

media responses to different topics [45,135]. Such studies include responses to the COVID-19

pandemic [6], feelings about public health policy such as vaccine mandates [78], and climate

change [74].

Chen et al. [51] provide an overview of common visualization goals: visual monitor,

feature extraction, event detection, anomaly detection, predictive analysis, and situational

awareness. Guo et al. [117] provide an overview of event sequence data, including approaches

to social media in terms of both collective and egocentric patterns, and lists challenges with

social media vis. Our system uniquely merges aspects of feature extraction, event and

anomaly detection and stance detections, with the integration of moral foundation theory

and enriched demographic features for applications in politics and journalism. In relation

to Guo et al., we deal with the challenge of multivariate event analysis - we need to identify

both temporal and regional context when analyzing temporal changes in the tweet trends.

Several visualization systems have looked at how information spreads within communities

on social media. Google+ Ripples [108] shows communities of Google+ users using Euler

diagrams [272]. Visualization of social network information has also been used in journalism

to visualize news coverage [219], and identify misinformation [70,147].

Several systems have been built for real-time detections, such as visualizing information

spread on social media using retweets and topic sentiment [40,50], and real-time topic clus-

tering [152], but do not incorporate geospatial information. In contrast, several systems

have used integrated maps and text summarization for event detection [80] and disaster re-

sponse [26]. However, these systems focus only on social media data, and do not analyze
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moral frames or augment their data for more detailed analysis beyond simple sentiment.

For temporal analysis, other systems have focused on temporal progression of topics using

sentence trees [127], timelines [358] and custom encodings [82]. Other works have explicitly

focused on polarized topics [49] and stance detection [159]. Some work has integrated human-

machine mixed analytics to detect “anomalous” threads [377] and bots [41], which both rely

on a mixture of timeline visualization and glyphs. However, none of these systems tie their

discourse to demographics or MFT framing.

Other methods have linked spatial and temporal information through methods such as

Spatio-temporal clustering [322] and flow maps [150]. Other systems use linked views for

monitoring events on Twitter [204], and journal articles [248]. However, no existing sys-

tems have incorporated other spatial information such as demographics or regional political

ideologies.

3.3 Design

3.3.1 Design Process

MOTIV was developed via remote collaboration between four different research groups be-

tween May 2020 and February 2022 as the result of a RAPID [68] grant intended to fund

projects to help inform and educate the public about COVID-19 safety measures. MOTIV

was designed alongside the development of our dataset and required rapid updates to our

design requirements and goals. Our design process is based on an Activity Centered Design

domain characterization process [199], which we modified as a result of our irregular program

circumstances.

The core group consisted of two researchers in communications, three NLP researchers,

two researchers in causal inference in social media, and two visual computing researchers, all

of whom are listed as co-authors. The team met remotely twice a month to discuss updates,

identify project goals, discuss progress in data analysis, augment results from analyzing and

annotating tweets, and produce visual representations based on data gathered from various

sources.
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At the beginning of the project, we used interviews and notes taken during meetings to

develop the task analysis and project requirements, which were updated regularly at meet-

ings as we explored potential data sources. Since our project was based on an emerging

topic at the time (Stay-at-Home orders), we frequently worked on high-fidelity or functional

prototypes of datasets as they were being developed and shared during group meetings. Re-

sults from these sessions guided future directions for the project and future datasets, and

feedback informed updates to existing design requirements. Due to the nature of the data

and collaboration, we focused on developing encodings that show as much data as possible

and then refining them into simpler encodings that were more accessible to collaborators

with moderate visual literacy (see supplement). Because the project aimed to support do-

main experts, not novice users, our design process focused on identifying existing workflows

and activities performed by the domain experts, and building solutions that extend these

activities.

3.3.2 Activity and Task Analysis

Figure 3.2: Workflows: (WF 0) Data foraging, where data is iteratively collected and analyzed to identify the
quality of coverage and interesting features. (WF 1) Hypothesis generation, where moral frames are analyzed to
identify interesting findings. A summary view is used to identify interesting frames, which are filtered and assessed
in more detail. (WF 2) Hypothesis testing, where observations in (WF 1) are confirmed by drill-down or correlation
testing. Insights are used to guide future investigations in (WF 1).

MOTIV was designed alongside collaborators in Communications and NLP, with an em-
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phasis on supporting the Communications users in the final version of the interface, while

earlier prototypes were intended to support NLP research in the development of a moral-

frame annotated dataset.

In the beginning of this project, our aims were to support the development of a usable

dataset along with collaborators in NLP and causal inference, which largely modeled the

foraging loop in the sensemaking process [254]. Specifically, our collaborators, both comput-

ing experts and communication scientists, were interested in ways of generating a relevant

tweet corpus, and assessing its geopolitical and temporal coverage.

Given this characterization, we found that our collaborators were interested in multiple,

interrelated workflows (Fig. 3.2). Foraging (WF-0), is where all researchers assess the quality

of the tweets, the coverage of the dataset in terms of moral foundations, time, location, and

stance, and the distribution of potentially relevant features such as sentiment or vividness.

Hypothesis generation (WF-1), is where researchers searched for major trends within the

social media data, such as a general increase in the tweets about Liberty, and then developed

hypothesis around potential causes of these trends, such as these Liberty tweets being driven

by people from rural areas. Finally, during the Hypothesis testing phase (WF-2), researchers

looked for ways to verify the causes of these trends, such as by looking at the correlation

between population and Liberty tweets or investigating the events that co-occur with a spike

in pro-Liberty tweets. The findings from the second stage would then feed back into WF-1.

During the data analysis state, we found that our interdisciplinary team’s main interests

ranged from examining how different socioeconomic and demographic factors relate to stance

and moral framing with respect to controversial issues, as well as what textual factors such

as “vividness” and “sentiment” affect tweet popularity. We found that our collaborators

tended to model macro-level social dynamics as a feedback system, in which overall trends

tended to be guided by two phenomena of interest: 1) grassroots memetic propagation

of ideas in response to larger social movements, and 2) disruption events when a notable

story or individual causes a shift in the online zeitgeist. Their research activities are thus
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focused on identifying and explaining these types of phenomena and how Moral framing

factors into them. In this way, MF serves as a lens to describe larger trends within social

movements, while also serving as a reflection of how disruptive movements are viewed by

others. We focused on identifying tasks that could not be done by individual researchers via

their standard workflows:

• A1. Summarize relationships between Moral Frames and demographic and political fac-

tors: When investigating Moral Foundations on Twitter, our collaborators started with

investigating key features and trends surrounding each Moral Frame (WF-0). They

were interested in how political affiliation, tweet content, and popularity differed be-

tween each Moral Frame, and how this affected tweet stance and virality. Collaborators

focused on investigating high-level relationships in the data using summarization before

determining which MF to explore in detail (WF-1).

• A2. Understand temporal trends: Beyond high-level relationships, our team was very

interested in exploring temporal trends in the popularity of each MF, with a focus on

points when a topic would drastically change in popularity (WF-1), which could then be

tied back to inciting events (WF-2). Our team was interested in the effect that changes

in COVID-19 cases and lockdown orders had on MF trends, so a major requirement is

the ability to include details of case rates alongside tweet popularity.

• A3. Identify characteristics and Moral Frames of viral tweets: Polarized discussion can

be strongly affected by a small number of particularly viral ideas. Our collaborators

were interested in identifying the most viral tweets, and their underlying Moral Frames.

Identifying important tweets can help identify events or tweets that drive changes in

temporal trends (WF-1). Additionally, identifying commonalities within viral tweets

provides insights into potentially interesting features (WF-0), and how Moral Framing

is viewed by different groups (WF-2).

• A4. Understand the geographic distribution of each Frame within social context: Moral
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framing is heavily tied to political ideology and culture in literature, and regional differ-

ences are thus a major factor in how Moral Frames propagate within different groups.

As a result, we wished to identify the geographical distribution of our tweets with dif-

ferent moral frames (WF-0), as well as overlap with factors such as income, political

leanings, and COVID-19 cases (WF-1), with a focus on how Moral Frames vary based

on the socioeconomic factors in the local area in response to state and country-wide

mandates (WF-2).

• A5. Verify hypotheses about meaningful relationships in the data: Once hypotheses

and potential relationships in the data were identified (WF-1), our collaborators often

resorted to performing statistical testing to verify these findings. This was valuable

for identifying features that would be useful for future models for our NLP researchers

(WF-0), and validating findings from our communications researchers (WF-2). Thus,

MOTIV needed to be able to identify causal effects while accounting for confounders, in

a way that was immediately available to both analysts and non-analysts during sessions.

Non-functional requirements included online availability for remote collaborators. Be-

cause the datasets required expert annotations, our design needed to be usable with up to

around 2,000 tweets, with potential to scale to larger datasets if better automated methods

become available.

3.3.3 Data and Architecture

MOTIV was originally designed around a dataset of stay-at-home (SAH) tweets during the

beginning of the COVID-19 pandemic, which is not claimed in this paper’s contributions.

Our dataset was gradually constructed and updated during the foraging stage of the project,

with multiple data sources being added in gradually. Our Twitter corpus of geotagged

annotated tweets using the US-SAH-MF corpus as described by Fatemi et al. [93], which we

briefly summarize here. First, a sample of 87M tweets were taken from March 1 to June 30,

2020, from a dataset of COVID-19-related tweets [48]. Through interactive Latent Dirichlet
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Figure 3.3: Data Abstraction. Tweets are labeled with textual features, and augmented with county-level data
using the timestamp and geolocation data. Tweets are aggregated by MF and county for summarization. Generalized
Regression Models model county demographics and aggregated tweet statistics to generate partial dependence plots
in the inference views. County FIPS code is used to link all sections of the interface during brushing.

Allocation analysis, we extracted 20 topics, and identified 4 topics related to stay-at-home

orders. The top 10 words in each topic, along with synonyms from Word-Net were used to

sample 100 tweets with each keyword. We then identified manually which keywords contained

at least 80% tweets relevant to SAH: home, open, quarantine, inside, and lockdown. These

tweets were then hand-annotated by Moral Frame experts with the following information:

1) stance - if the tweet was in support of or against SAH, 2) whether the tweet contained

specific or vivid descriptions (vividness), and 3) which of the 12 Moral Frames were expressed

in the tweet, if any.

To reduce burden on our manual annotators, sentiment score was annotated using the

sentiment analysis tool Vader [129], which uses a rule-based lexical system to determine

whether the content in the tweet expressed positive emotions (e.g. happiness) or negative

emotions (e.g. anger), without requiring training data. VADER has been shown to outper-

form other baselines, including human annotators, for sentiment analysis [267]. Scores of

> 0.25 were defined as “positive”, scores of < −0.25 were defined as “negative” sentiment,

and middling scores were defined as “neutral”.
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We mapped the geolocation associated with each tweet to each of the 3113 US counties,

excluding Antarctica, as follows. First, we obtained the bounding box of each geotagged

tweet from the Twitter metadata. We then calculated the area of overlap between each

bounding box and the borders for each county. Each tweet was assigned to the county with

the highest percentage of overlap, and tweets that did not have at least 25% overlap with

a single county were excluded. To avoid introducing bias by “guessing” stance or framing,

we removed tweets that did not have a clear stance or moral framing. The result was 1483

geotagged tweets from the US that were determined to be relevant to SAH orders.

Overall, our system considers two data items: tweets, and counties, which are connected

via geolocation. For tweets, we use the geotag to identify features taken from the correspond-

ing count. On the county level, we incorporate 2018 census data [221,312], voting ratings for

each county from 2018 [221], a self-rated mask usage survey from the New York Times [304],

and COVID-19 cases and death rates for the time period covered by the dataset [141].

Political leaning is encoded as the number of votes for the Democratic Party minus the

votes for the Republican Party in the 2016 presidential election, based on collaborator in-

put. Because American voting patterns are largely polarized along the urban-rural contin-

uum [280], we assume that, on average, regional trends can serve as a proxy for individual

political beliefs. We also aggregate the total number of tweets with each moral frame and

stance within each county, which results in 14 different continuous values for each county.

Additional attributes selected during the foraging stage, and the data abstraction, are de-

tailed in (Fig. 3.3).

Later on, MOTIV was further used to analyze a second dataset taken from the Moral

Foundations Twitter corpus [125] to compare geotagged tweets associated with the #Black-

LivesMatter (BLM) movement between 2014 and 2016. We encoded stance using hashtags:

tweets that contain more hashtags for BLM to be in support, while tweets that contain more

hashtags related to the All or Blue Lives Matter (ALM) to be opposed. Tweets that con-

tained an equal number of hashtags for each side were excluded, as we could not be confident

59



in their stance. In total, we identified 1051 tweets in support of the BLM movement and

854 tweets in support of the ALM movement.

Data processing is implemented in python using the Flask and Pandas packages. The

front-end is implemented as a web app using JavaScript with the d3.js and React libraries.

Generalized additive models were implemented using the pyGam package.

3.3.4 Layout Design

To support the five main activities (A1-A5), and both foraging and hypothesis-related work-

flows, MOTIV uses multiple coordinated views which were developed gradually as the dataset

was being developed. The four panels each support one main activity, whereas the view co-

ordination supports insights into multiple dimensions of the data. The entrance to our

interface is a Summarization Panel (Fig. 3.1-A) that shows sentiment, political party, stance

and retweets aggregated by each frame. Once a frame of interest is identified, the analyst

selects that frame, which loads detailed views in the other panels and filters tweets by moral

frame (A1). To get an overview of temporal trends alongside COVID rates, we include a

novel timeline view, which allows us to identify temporal trends and view tweet details in

phase 2, as well as view temporal trends with secondary variables in WF 2 (Fig. 3.1-B) (A2,

A3). To view geospatial trends, we use a novel glyph-based map that encodes demographics,

MF popularity, and population for each county in the US (Fig. 3.1-D) (A5). Finally, an

Inference panel allows for building predictive models and visualizes their partial dependence

curves, which helps identify the relationship between individual features and demographics

(Fig. 3.1-C) (A5).

We designed encodings to help capture foraging and hypothesis supporting patterns and

outliers (A1-A4). To deal with the issue of “misleading” patterns, we then introduced an

inference panel and tooltip details, to be used to validate findings with greater fidelity (A5).

Additional linking and brushing highlights data items from the same region in linked views.

MOTIV was designed to support our collaborators’ specific research needs, as opposed

to novice users, and so our novel encodings benefit from participatory design and from
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visual scaffolding [198]. Still, as our domain experts wished to be able to share the system

with novice researchers in their groups, MOTIV also provides explicit legends and visual

explanations on demand for custom encodings.

3.3.5 Summarization Panel

The summary view shows distributions of tweet-features that expressed a given Moral Frame

(Fig. 3.1-A). We use rotated stacked bar-charts to encode tweet features such as stance and

vividness. The stance stacked bar charts are further broken up by the number of retweets,

to indicate the overall popularity of each Moral Frame. Bars are aligned horizontally with

Moral Frames, to allow for a side-by-side comparison of part-to-whole relationships. The

panel also supports sorting the order of frames based on each feature, to better show frames

with the highest or lowest incidence of a specific feature value. The linked panels will update

to filter by tweets with the selected Moral Frame.

Earlier design iterations included variants of parallel coordinate plots and correlation

matrices. However, these were deemed to be unnecessary complex by our collaborators.

3.3.6 Timeline Panel

Visualizing temporal information is important for understanding how discourse evolves over

time, how public sentiment evolves in response to major events, and how these events give

context to unexpected patterns in the data. To support this type of analysis, we use a novel

Timeline panel that encodes each tweet, as well as the tweet’s date, popularity, stance, and

geolocation data (such as COVID-19 rates) over time. Our timeline supports inspection

at two levels of granularity: overall trends and major events, and the context of events by

visualizing the details of popular tweets.

In the layout, the X-axis is mapped to time, and aggregated into “bins”, or windows

of time, depending on the total number of dates covered in the dataset. Individual tweets

within each time window are encoded as tiles, which are stacked within each window of

time (Fig. 3.4). Thus, each tile is positioned along the X-axis of the timeline according to
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the tweet date. To capture differences in tweet stance, the center of the chart is bisected

horizontally along the X-axis. Tweets that are in support of a topic (e.g., for SAH) are

positioned above the center axis, whereas tweets opposed to that topic are placed below the

line, to allow direct stance comparison.

To support tweet popularity analysis, we sort the tweets along the Y-axis based on their

popularity, such that the most popular tweets are always close to the center axis of the

timeline. Because our goal is to capture the popularity of each Moral Frame, and not simply

the number of tweets, the height of each tweet is scaled according to the number of retweets,

such that more popular tweets contribute more to the overall height of the timeline.

Finally, each tile is color-coded based on a user-selected demographic or tweet-specific

features of interest. Details including text, location, and the Moral Frames expressed are

provided via tooltip interaction. One can also filter the timeline to show only tweets express-

ing a certain Moral Frame. Selecting a tweet will highlight in the chart all tweets from the

same county, as well as highlight the county the selected tweet is from, in the other panels

(Fig. 3.7).

We arrived at this custom encoding after exploring several popular variants of sparklines

and steam graphs using a larger set of tweets without geotags, where color encoded sentiment

over time. While this approach helped identify high-level trends, it also prevented inspection

of individual tweets, which is important for understanding the context behind spikes in

tweets. Additionally, since some features like COVID-19 cases were dependent on both

location and time, it was important to map case rates to individual tweets in the timeline

without aggregation.
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Figure 3.4: Outline of the timeline encoding. (Left) Timeline over a period of 10 time bins. Individual tiles encode
tweets within the time bin. Tile height and position encode retweets and stance while color encodes a secondary
variable. (Right) 4-tweet example encoding for a single time bin, annotated with the date in mm/dd format (05/04).
A square tile in the bottom timeline shows the tweet date where color encodes sentiment score across all tweets for
that date.

3.3.7 Geospatial Map Panel

A major task was understanding how cultural and socio-econonomic factors influenced the

spread of moral frames within different regions. To accomplish this, we include a county-

level map showing local demographics and distributions of tweets with each moral frame. We

experimented with choropleth maps, glyph-based encodings, and hybrids between the two.

Because of the number of multiple variables to encode, designing this panel was particularly

challenging. We use a custom glyph-based map (Fig. 3.5). The custom glyph uses a solid

color to encode demographics, while shape encodes tweet density and population. Each glyph

is drawn as a distorted ellipse, whose width encodes county population, whereas the upper

radius encodes tweets within the Moral Frame in support of the topic, and the lower radius

encodes moral tweets opposed to the topic. The resulting glyph is similar to a star-chart with

a variable radius. We chose to use an ellipse over diamond shapes through experimentation,

as we found that differences in the exaggerated degree of convexity of the curves of outlier

counties served as a better pre-attentive cue than glyphs that use straight edges. A force-

directed layout is used to adjust the position to prevent overlap between counties. This

layout and the white space generated by the glyph helps emphasize counties with uneven
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tweet/population ratios. By comparing the size and shape of the glyph, one can easily

identify and examine both major cities, and areas with a disproportionately high number of

tweets with a given stance.

When encoding political votes, we use an equal-intensity color scheme for both parties.

The chosen color scale is divergent, where the maximum values are relative to the largest

minimum and maximum values, so the most polarized republican areas are the same intensity

as the most polarized democratic areas. This is because U.S. major population centers have

massive bias towards democratic votes, and thus all republican areas would become almost

white. In contrast, the experts were interested in overall polarization. The differences in

population are accounted for by differences in size of the glyphs.

Our initial designs centered around choropleths, which were familiar to our collaborators,

for showing tweets and demographics simultaneously. We experimented with using a mixture

of color blending and texture blending [119], and overlayed glyphs (circles or spikes) to repre-

sent multiple variables, as recommended by Ware et al. [336]. Additionally, we experimented

with using different levels of aggregation, where counties within a single voting district were

grouped together to approximate areas of equal population (see supplement). A prototype of

this standard multivariate map is shown at https://tehwentzel.github.io/covid_map/.

These prototypes were developed during the data foraging stage. However, we found that it

was still difficult to discriminate details around cities with high populations and small county

area, which were regions of interest. As a result, we found comparatively better feedback

and more useful findings through the use of the glyph map. A basic chloropleth map is also

shown in order to allow for users to start with simpler visualizations before using the glyph

view.

64

https://tehwentzel.github.io/covid_map/


Figure 3.5: County map glyph: width encodes population, while the upper and lower radius encode tweets for and
against the topic of interest that express a certain Moral Frame. Color encodes a user-defined variable, which is
voting history in the example.

3.3.8 GAM Inference Panel

Figure 3.6: Partial-dependence plot showing the relationship between COVID-19 cases and the number of tweets
expressing the Care frame. The Y-axis represents the direct effect of cases on tweets with care estimated by a
generalized additive model. Blue lines represent the 95% confidence interval while the tan line shows the axis at
Y=0, to provide a visual reference for the null hypothesis that the two variables are unrelated. The plot shows a
majority of values below the grey (null) line, and a spike in Care tweets in counties with the highest COVID-19 rates,
suggesting that a disproportionate amount of Care tweets come from a few counties with the highest case rates, but
not from those with only a moderate number of cases.

One major design goal during hypothesis generation and testing to confirm visual analysis

inferences via statistical tests (A5) when determining what factors influence moral stance and

tweet popularity. This activity faces two major issues. First, many demographic factors, such

as population and COVID-19 rates can serve as confounding variables. Second, the search

space of potential confounders is too large to visualize all at once. To address these issues,

we implemented an Inference panel that allows for interactive hypothesis testing.
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Our Inference panel is centered around the use of generalized additive models (GAMS) [121].

GAMs are a class of predictive models. that treat the predicted variable as the sum of indi-

vidual functions of input variables, written as:

y = f0(x0) + f1(x1) + ... + fn(xn) + intercept

where y is the variable being predicted, and x0, x1, ...xn is the set of n input variables.

Each function fi(xi) can be visualized individually as a “partial-dependence plot”, allowing

users to visualize the relationship between each variable, while accounting for relationships

between correlated variables that are taken into account in the multivariate model.

Our implementation consists of a control panel for interactively building a predictive

model, and the partial dependence plots of each input variable (Fig. 3.6). The control panel

allows for the selection of the dependent variable being predicted, the input variables, and

the type of shape function used in training the GAM. We included as potential predictors

tweet-level features, such as the presence of a Moral Frame, or the number of retweets.

Demographic factors, COVID-19 rates, and tweet content are included as potential input

variables.

The model allows for either a spline or linear fit of the model. Spline curves allow for

better representation of the distribution of the data, while linear models afford more accurate

reporting of p-values to identify statistically significant relationships.

The choice to use GAMs and partial-dependence-plots was decided after many design

iterations. Early in the project, we used clustering with user-defined demographic or textual

features to automatically generate intersectional groups that could be displayed as a series

of bar charts, star charts, or modified sankey-diagrams. However, collaborators felt that the

implementation was too complex to interpret quickly when performing hypothesis testing.

In contrast, we found that GAMs and partial dependence plots were more grounded in the

existing knowledge of collaborators who used regression and line-graphs regularly in their

research, while showing fewer features at one time to reduce cognitive load to users.
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Figure 3.7: Examples of brushing and tooltip interactions in MOTIV: items associated with a selected county will
be highlighted in the Map, Timeline, and Inference views; and the map and timeline views show additional details
for counties or tweets via a tooltip when the user hovers the mouse over an item.

3.4 Evaluation

MOTIV has been adopted as a research tool by our collaborators in communications, NLP,

and causal inference, with the intention of supporting insights into SAH policy application

in the U.S. For this reason, we demonstrate its capabilities in two case studies, reported

here in abbreviated form, which were performed over several months by our collaborators

and later used in publications in our collaborators respective fields [93,273]. In addition, we

provide feedback from the target users.

Due to pandemic and work-from-home measures, the studies were completed remotely

using the think-aloud technique with note-taking. We denote where these case studies cor-

respond to activity workflows with the notation [WF]. Video summaries of the case studies

are provided in the supplementary materials.

3.4.1 Stay-at-home Attitudes and Dominant Moral Frames

This case study focused on the creation of an annotated MF corpus and the subsequent

analysis of Moral Frames as expressed in microblog data related to Stay at Home (SAH)

orders in the U.S. (Fig. 3.8).
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Figure 3.8: Overview for case study 1. (A) Summary panel of tweets in the SAH dataset, sorted by Popularity.
Care and Harm are dominant, as all frames besides Freedom and Oppression are mostly for-SAH. (B) Glyph map
of care-tweets by county, focused on L.A. (C) Timeline of tweets expressing Harm. Major peaks occur at the end of
March and June, with a smaller peak in April.

Our collaborators were interested in which frames were dominant in the microblog data,

as well as their vividness, popularity, sentiment, what temporal trends they followed, and

the surrounding socioeconomic context around the tweets expressing each frame. Using the

Summarization and Inference panels, the team confirmed relatively low popularity and a

general lack of vividness across the corpus (<15% vividness). The MF with the highest

average vividness was Injustice (6 vivid tweets out of 25) [WF 1]. Although the team had

hypothesized a correlation between vividness and popularity, the Inference panel indicated

a non-significant positive correlation (p > .5) [WF 2] .

By sorting the most popular frames, it became apparent that Care and Harm are the

most popular frames expressed in Stay at Home tweets, and that they are both, surprisingly,

predominantly in support of SAH orders. The communications experts noted that Care

and Harm are complementary frames that form the virtue and vice around a single Moral

Foundation, respectively, so this finding was intriguing. The group then noted that all
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“virtues” such as Care were correlated with higher sentiment (yellow in the sentiment column)

than all “vices” (black in the sentiment column), such as Harm [WF 1].

The group was then extremely surprised to note that, aside from Freedom and Oppression,

most other frames were also in support of SAH orders (Purple bars showing for tweets were

larger than Green bars in the summarization panel). These other frames were being expressed

predominantly in democratic counties—even frames typically associated with conservative

views, like Loyalty and Betrayal. Upon inspecting the timeline view, the group was able to

confirm that most tweets are in support of SAH (predominantly above the centerline), and

most tweets have low popularity (short tiles). In addition, they noted a correlation with

increasing COVID-19 case numbers (darker tile shade), and overall more negative sentiment

(more gray and black in the sentiment bar) as the pandemic evolves. By further examining

individual tweets, they were able to determine that some viral tweets (taller tiles near the

centerline) were, as expected, also vivid (e.g., “Protesters attacking governors for stay at

home orders. Claim it infringes upon their rights. Know what else infringes upon your

rights? DEATH.”). Several other popular tweets reflected counter-intuitive information

(e.g., the news that most of the NYC new COVID-19 cases were people following SAH

orders), influencer SAH tweets, or, again, vivid pleas from overwhelmed nurses and doctors

working in intensive care units [WF 1].

A visual computing researcher then noticed in the Timeline panel several spikes in the

number of SAH tweets on March 31st, May 2nd, and July 28th, and a significant and

surprising drop around May 28th. This sparked a vivid discussion involving the county map.

Communications experts inferred the peaks corresponded to the beginning and end of several

regional lockdowns, whereas the drop corresponded to the onset of social unrest related to

the George Floyd events and Black Lives Matter (BLM) movement in the US [WF 1].

Based on the same Timeline panel, the group noticed the first wave of anti-quarantine

(below the center x-axis) tweets, which, upon inspection in the Geospatial panel, appear to

originate in counties with lower COVID-19 rates. Brushing the area around Los Angeles
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in the county map, we noticed suburban counties (small counties surrounding large glyphs

representing cities) had a higher Harm/Care tweet ratio (short, dark glyphs). The most

senior communications expert hypothesized that tweets about Care originate mostly from

large cities, whereas Harm is more evenly distributed among different suburban or rural

populations [WF 1]. The group tested this hypothesis in the inference plot by showing the

relationship between population and each frame in the Inference panel. Comparing both

frames, the group found that Harm is indeed more prevalent in lower-population counties

than Care (flat slope and smaller p-value) [WF 2].

The group concluded that the data collected was generally in favor of SAH orders, with

increasing negative sentiment as pandemic fatigue set in. Although Care was predominant,

most of the other frames expressed were also overall in support of SAH, with several interest-

ing anomalies. They also noted the data was biased towards urban areas (large, tall glyphs

in the geospatial map). Near the end of May, the BLM rhetoric appeared to have supplanted

the SAH discourse, despite an expectation of increasing conservative or anti-SAH views due

to pandemic fatigue. The team concluded that public policy messaging which had targeted

Care-for-others appeared to have been effective [WF 2].

3.4.2 Moral Frames and Black Lives Matter

This second case study uses a subset of the Moral Foundations Twitter corpus [125] to

compare tweets associated with the #BlackLivesMatter (BLM) movement and the #All-

LivesMatter (ALM) movement between 2014 and 2016. The #BlackLivesMatter movement

is a social movement that gained widespread popularity in 2014 in response to the dispropor-

tionate violence against African Americans, particularly by the police. The #AllLivesMatter

movement, among other movements, arose as a critical response to the BLM movement. Both

movements have become central to political discussions in the United States around issues

such as police protections and criminal justice reforms, and played a role in the 2016 US

presidential election [88]. Understanding the Moral Framework behind both movements can

give insight into the driving forces behind these political movements.
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Figure 3.9: Overview of our BLM MF analysis. (A) Moral frame summary of tweets in the BLM dataset, sorted
by percentage of tweets from democratic areas. Loyalty and Fairness are the dominant democratic frames, while
betrayal is the most republican frame. (B) Correlations between demographics and frames. Republican votes are
correlated with tweets for Authority, while the percentage of Black or Hispanic individuals is the strongest predictor
of pro-Loyalty tweets. (C) Tweet timeline of pro-Loyalty tweets colored by tweet sentiment. Spikes in #BLM tweets
occur around major protests. (D) Tweet timeline of pro-care tweets. A large spike in #bluelivesmatter tweets occurs
during July 2016, in response to a police shooting in Dallas.

The team started the investigation with the Frame Summary Panel (Fig. 3.9-A) and sort-

ing Moral Frames by political party. The frames most strongly associated with democratic

areas (blue in the “party” column, top of the list) were Loyalty, Fairness, and Injustice. In

contrast, Betrayal and Degradation were most often associated with more negative sentiment

(black in the sentiment column) and republican areas (red in the “party” column, bottom of

list) [WF 1].

The team also noted that despite being relatively balanced politically, a majority of tweets

that express Care are in support of ALM (purple column larger than green column), which

is unexpected, given that prior literature suggests that Care is more strongly associated with

political liberals, as is the BLM movement. A communications researcher mentioned that

Loyalty would be correlated with pro-BLM tweets since it is a “Binding Frame”, and decided

to explore further by viewing pro-Loyalty tweets in the Timeline panel (Fig. 3.9-C) [WF 1].

Four major spikes in activity can be seen, 3 of which are predominantly for BLM (more tweets

above the center axis) and from relatively democratic areas (blue rectangles), while one is

for ALM with a higher percentage of Republican areas (red rectangles). Investigating the
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popular tweets from these time periods revealed the context behind these tweets: they are

all tweets expressing solidarity for major protests related to police brutality: The Ferguson

Protests [276], the 2015 Baltimore Protests [223], the 2015 Mizzou Protests [309], and the

2016 Dallas Protests in which 5 police officers were murdered [193] [WF 2].

Given the association between Care, political liberals, and SAH attitudes in our prior case

studies, one researcher expressed interest in the fact that Care was not related to pro-BLM

tweets “Care shows up in Republican areas, that’s strange”. In the timeline (Fig. 3.9-D), we

see small spikes in activity around the Ferguson, Baltimore, and Dallas Protests. However, a

visual computing researcher quickly noticed a large spike in tweets around the Dallas protest

that are for ALM (below the center line) “Oh, I see. . . Cops were killed in the protest. These

people care for the cops (”blue lives“) who were killed.” [WF 2].

Finally, the communications experts recalled that in the SAH analysis (first case study),

Care was correlated with mask usage during COVID-19. Examining the counties expressing

Care in this second study, they remarked on the shift in terms of geographical coverage:

“Care [in this second study] and Care [in the first study] is [not] correlated. That is counter-

intuitive” [WF 1]. Our collaborators theorized that this may reflect a shift in moral sentiment

in partially republican areas between 2016 and after the 2020 pandemic, and a shift in

priorities of the GOP rhetoric towards more Libertarian Rhetoric and away from Care [WF

2].

3.4.3 Expert Feedback

Overall, the domain experts found the MOTIV interface “valuable on multiple fronts”. In the

data collection stage, they stated it helped them “identify errors in the filtering process and

refine queries”. In the exploratory stage, it helped them “understand the relationships be-

tween stance, moral frames, sentiment, and political affiliation”. Through the map interface,

the group stated they were “able to identify some of the demographic biases in opinions”. In

later stages feedback was more explicit and supportive “Oh, wow, the bubbles, that’s *pow-

erful*. I have to say, I am very impressed with the work. I am blown away by what you do.
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That’s a really powerful graphic.”. Finally, in the hypothesis generation stage, the interface

helped the group “find counterintuitive findings first (e.g., no moral frame was associated

with only support or opposition to SAH attitudes) which we looked into further”.

We asked the seven experts in NLP, Communications, and Causal Inference (CI) to rate

the perceived usefulness of each component of MOTIV on a 5-point scale, as well as its

helpfulness in identifying certain features: (T1) Popular frames. (T2) Relevant tweet fea-

tures. (T3) Geopolitical/demographic trends. (T4) Tweet trends over time. Results and

the respondent’s domain expertise are shown in Fig. 3.10. The encodings were well received.

Two collaborators diverged from the group in terms of map scores. These collaborators had

been most active during the foraging stage where they had used primarily choropleths, and

wished for a pop-up glyph explanation to facilitate visual scaffolding. According to this

feedback, we added an on-demand glyph explanation. In addition, we asked the experts to

rate specific system capabilities and helpful or not, and collected open-ended feedback. As

indicated in Fig. 3.10, the experts had different foci and priorities served by the system.
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Figure 3.10: Results from user feedback questionnaire for users. (Top) Responses from the 5-point ratings for
each component of the system. Hue corresponds to user’s domain of expertise (Green = Communications, Orange
= Causal Inference, Blue = Natural Language Processing), while luminance double-encodes user rating (darker =
higher rating). (Bottom) % users who found the interface helpful for specific tasks.

3.5 Discussion and Conclusion

MOTIV was developed through participatory design over the course of a developing project.

This project was built around a rapidly evolving study, in which the aims and data were

constantly shifting during the entire course of the project. Despite these challenges, MOTIV’s

adoption as a research instrument by our collaborators is strong evidence of its value. The

case studies and feedback we report further demonstrate that our approach, which blends

data visualization, XAI, and social science, provides rich insights.

We thus discuss insights obtained from designing for these exceptional circumstances.
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Collaborative Design During Data Foraging Our project was started at the height

of the COVID-19 pandemic, and included multiple collaborators for different domains, with

disparate design goals and an uncertain dataset. As a result, we found many challenges

during the concurrent design and data foraging stage. Sedlmair [282] describe a common

pitfall of design studies as starting a project before “real data is available”, and working

with tasks that are not well suited for design. In our case, we found that real data was

present. However, due to the emerging nature of the pandemic, different parties disagreed

repeatedly about the interesting aspects of the data and required tasks. As a result, the

overall tasks and data considered for the visualization changed frequently during the data

collection and prototyping stage, despite real data and suitable tasks being available from

the start. Furthermore, our original topic changed so quickly that newly acquired data was

considered “obsolete” (e.g. Twitter/X’s free API is now no longer available). As a result,

we saw significant benefit from making the final design highly flexible in terms of the design

and user control for exploration of different variables, which made adapting the interface to

other problems, such as BLM, useful. Last but not least, with respect to winnowing, due to

the urgency of the pandemic project we felt that we did not have a choice to interrupt or

withdraw from the project.

During the prototyping and implementation stage, we found the largest benefit to perform-

ing rapid updates with real data in order to draw out better conclusions from collaborators.

Presenting data from one collaborator to the group allowed for better input from additional

collaborators, such as when discussing the temporal changes in the quantity of the tweets.

These temporal changes could be attributed to either changes in the natural language pro-

cessing, or when tweets were inspected in more detail when analyzed by the communications

experts. Also, due to the pandemic time-pressure, there was often not enough time to include

legends, for example colormaps, which led to additional discussions.

In terms of collaboration, we worked with experts from multiple disciplines. A main

issue was a lack of agreement between individuals about the scope of the project. Initially,
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collaborators stated they were mainly interested in a basic COVID-19 dashboard alongside

a county map of political affiliation. However, analyzing implied goals and workflows during

lab meetings and discussions led to different directions. As a result, careful note-taking, and

rapid development prototypes that used the actual data during the foraging stage in order to

gain as much natural feedback as possible turned out to be a more effective way of soliciting

design requirements. An additional pandemic challenge was related to the team not having

had enough time to absorb team science principles.

Finally, when publishing results, the project met difficulties due to differing expectations:

our collaborators and program officers expected valuable insights and a useful system, which

the project provided, while reviewers alternatively anticipated large-scale corpuses, general

or automated tools, or detailed validation of published NLP algorithms.

Visual Complexity During our design process, a common issue we faced was reconciling

the visual complexity necessitated by our task requirements with the simplicity required by

our collaborators. Earlier iterations were often complex, as our original tasks were focused

on inspecting many variables, with little insight into which were most important. We found

that an approach grounded in visual scaffolding [198] was most effective, where we built on

encodings such as bar charts and choropleth maps that are familiar to users, and we added

features and variations to address tasks that could not be met using traditional methods.

One example was the design of the glyph map. During prototyping, collaborators showed

a strong preference for choropleth maps due to their familiarity with it over unfamiliar

methods that could show multiple variables. The glyph-based encoding helped in this sense,

and also helped with the identification of major cities and counties of interest. By inspecting

the alternative choropleth map, the viewers were able to mentally anchor the location of

different areas in the glyph map even after being distorted by the force-layout, yielding

positive feedback.

Ultimately, we found our collaborators’ visual literacy improved during the project. A

focus on identifying well-motivated incremental changes to existing designs may help appli-
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cations be more accessible and generalizable to domain experts and wider audiences.

Collaborative Hypothesis Testing A recurring challenge was to support the explo-

ration of a large problem space to help identify interesting avenues for further investigation

by collaborators. During the initial stages of our project, we found that a common workflow

was that collaborators with computing backgrounds would share preliminary, exploratory

data analysis using a variety of NLP techniques. Findings would be shared with experts in

communications, who would identify potentially interesting findings. Follow-up statistical

testing could then be performed to identify useful results.

In terms of transferability to other studies, our work captures challenges relevant to con-

current design for emerging, urgent problems, which differ from typical design experiences.

Most user-centered design approaches focus on the workflows of individuals, which can gener-

ally be obtained based on input from the user themselves. We found benefit in characterizing

the workflows that occur through interactions between domain experts across domains, and

focusing on adding in visualization that helps support gaps in information sharing between

groups. For example, the Inference panel helped share results between the workflows of our

statistical researchers and those with backgrounds in communications and moral foundation

theory.

Assumptions and Limitations MOTIV inherits the biases in the data we use. For

example, most Twitter users tend to be younger and more democratic (liberal) than the

average American. However, despite being an underrepresented sample, Twitter users are

more politically active and may therefore be more likely to start discussions with others

regarding political issues [354]. Additionally, we are limited by our reliance on regional

demographics, which we assume correlate with tweet content on aggregate. Furthermore, we

focus on high-precision keywords for tweet relevance, and thus it is possible that less precise

or more obscure keywords are more popular with different demographics. As we don’t have

access to the underlying political affiliation of each individual, this remains a potential source

of bias in the data. Despite this, our dataset is representative of the subset of US based
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Twitter users who allow their location to be known. For these specific datasets representing

this subgroup of the population, with stated and known representation limitations, our

collaborators have described and shared these analyses and insights, which speaks to the

relevance of these datasets to the field of social communication. While we only look at

relatively small (< 2000 tweets) datasets here, we have explored the use of MOTIV for a

significantly larger set of 100,000+ non-geotagged tweets [93]. Ideally, future work would look

into more robust models for moral foundation theory using larger datasets or leveraging pre-

trained large language models, which became widespread after this project was completed.

In terms of generalizability, the summary, map, and inference views can scale to arbitrary

sizes. However, the Timeline view would need adjustments, as it shows encodings for all

tweets simultaneously. Based on prototyping (see supplemental materials), we found that

variations of aggregated timelines and sparklines work well for showing trends, while context

and influential tweets could be investigated on-demand by showing the most popular tweets

within user-selected criteria at different time points of interest. The usage of improved

automatic labeling could allow the system to work with arbitrary datasets, although current

state-of-the-art models do not perform well compared to manual labeling [125].

In this work we introduced a novel methodology for exploring moral frame political dis-

course via analysis of social media. This approach is, in our collaborators’ perspective,

data-agnostic, and we show it can produce valuable insights on two separate datasets. The

approach is not (nor should be) limited to social media datasets, and could apply to for-

mal polls or surveys. Our approach draws on methods from data visualization, explainable

machine learning, and social science to provide rich insights into how the public formu-

lates arguments over social media. By integrating Moral Foundations’ theory with custom

visual encodings and interactions, we provide a novel and rich approach to Twitter data

visualization systems. Through a detailed analysis in two case studies of tweets related to

Stay-at-home orders in the U.S. during the COVID-19 pandemic and the Black Lives Matter

movement, we show this approach can identify key events that affect the nature of politi-
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cal discourse, even without the presence of explicit labels, in addition to insights into how

moral values regarding politicized movements are disseminated by different social groups. We

identify design lessons relevant to working with domain scientists who have limited visual

literacy, yet are keenly interested in quick hypothesis generation and testing. While we focus

on the application of a specific set of Moral Foundations to frame our analysis, our approach

could also apply to problems centered around comparing classes of tweets, such as in topic

modeling, or when clustering latent variables learned using recurrent neural networks.
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3.7 Chapter Conclusion

This chapter presents my work in attempting to incorporate interactive, spatial machine

learning methods and model building directly into the visual computing system through

the use of GAMs. Additionally, I explored design issues related to domain characterization

and encoding design when dealing with developing datasets, in the context of geospatial

+ temporal Microblog and COVID-19 pandemic data by supporting more approaches for

generalized exploration of larger design spaces, and discussed some issues in the design

process with collaborative work that involves VC + ML. In my next work, I return to

spatial unsupervised modeling and introduce methods of generating domain-specific model

explanations and techniques for improving the workflows of collaborative model buildings

by incorporating spatially aware information-scent into an integrated data visualization and

visual model building system.
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Chapter 4

(DASS) Actionable, Interactive Clustering of Spatial Radiation
Therapy Plans

One important area of the VC+ML pipeline is leveraging interactive model development into

the user workflows. This chapter extends the previous work with interactive model devel-

opment by incorporating live model iteration through guided spatial feature and parameter

tuning, as well as developing and encoding domain-specific simplified cluster model expla-

nations. Developing applicable clinical machine learning models is a difficult task when the

data includes spatial information, for example, radiation dose distributions across adjacent

organs at risk. We describe the co-design of a modeling system, DASS, to support the hybrid

human-machine development and validation of predictive models for estimating long-term

toxicities related to radiotherapy doses in head and neck cancer patients. Developed in

collaboration with domain experts in oncology and data mining, DASS incorporates human-

in-the-loop visual steering, spatial data, and explainable AI to augment domain knowledge

with automatic data mining. We demonstrate DASS with the development of two practical

clinical stratification models and report feedback from domain experts. Finally, we describe

the design lessons learned from this collaborative experience.

The contents of this chapter were originally presented at the 2023 IEEE Eurovis Confer-

ence and published in Computer Graphics Forum [344]. A companion paper reporting the

spatial clusters built using this interface was published in Frontiers in Oncology [350].

4.1 Abstract

Developing applicable clinical machine learning models is a difficult task when the data

includes spatial information, for example, radiation dose distributions across adjacent organs
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at risk. We describe the co-design of a modeling system, DASS, to support the hybrid

human-machine development and validation of predictive models for estimating long-term

toxicities related to radiotherapy doses in head and neck cancer patients. Developed in

collaboration with domain experts in oncology and data mining, DASS incorporates human-

in-the-loop visual steering, spatial data, and explainable AI to augment domain knowledge

with automatic data mining. We demonstrate DASS with the development of two practical

clinical stratification models and report feedback from domain experts. Finally, we describe

the design lessons learned from this collaborative experience.

4.2 Introduction

Figure 4.1: DASS interactive model building for head and neck cancer. A) Control panel for changing cluster
parameters and the desired outcome. B) Additive Effect panel showing the effect of changing cluster features. C)
Intra-cluster dose distribution plot. D) Outcome plot showing the symptom ratings of patients over time within each
cluster. E) Stylized scatterplot showing cohort projections. F) Rule builder view, showing a rule-based mimic model
that predicts patients in the selected cluster.

Precision radiotherapy (RT) is a medical paradigm that seeks to personalize cancer RT

and care for an individual patient, based on data from cohorts of similar patients. Because for

many site-specific cancers, the treatment depends on the location and spread of the disease,

modern approaches to precision RT aim to leverage spatial patient-specific information such

81



as anatomical data drawn from CT scans [345, 346]. In conjunction with the cohort data,

this information can then be used to improve patient outcomes such as survival or quality

of life after treatment.

In this context, machine learning (ML) models are powerful tools for stratifying the cohort

data in meaningful ways, for example into patient groups at high-risk versus low-risk of

developing treatment-related symptoms. However, developing applicable clinical ML models

for patient stratification is difficult when the data includes spatial information, for example,

radiation dose distributions across adjacent organs at risk. In addition, while ML approaches

often work well with large oncology data, automated model-building approaches using smaller

cohorts often perform poorly when deployed in practice [207]. Furthermore, prediction using

treatment plans and qualitative outcomes such as symptom ratings is particularly difficult.

This results in simpler models that may underperform or complex models that are very likely

to overfit. With advancements in explainable AI techniques, we can better probe models

and iteratively find ways of improving models that properly leverage domain knowledge,

helping us avoid issues with poor generalization and overfitting, while improving on standard

statistical approaches. These combined issues make RT cohort modeling well-suited for a

human-machine mixed-initiative system.

In this work, we present a visual steering approach for creating patient stratifications of

head and neck cancer (HNC) patients based on 3-dimensional dose distributions to organs-

at-risk, to separate patients at high risk of experiencing long-term side effects. Unlike the

current state of the art, our approach supports interactively exploring and visualizing high-

dimensional spatial dose distributions, the temporal analysis of RT cohort data, access to

both individual patient data and patient distribution within a cluster, constructing unsu-

pervised rule models to help explain the clusters, and iteratively refining and exploring

parameters to create actionable stratifications. We implement this approach in Dose Ana-

lytics and Symptom Stratifier (DASS), a visual computing system designed to allow for the

development and exploration of patient stratifications according to different symptoms of
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interest. We describe two case studies of applying DASS and show how it has been used

to improve existing outcome models. Finally, we provide design lessons gained through this

collaborative visual steering design.

4.3 Background

Figure 4.2: Physician Workflow. The main items of interest for this project are to help establish a stratification of
patients’ risk of certain side-effects from their radiation plan (Side-Effect red box), which can then be used to identify
which patients require additional preventative treatment, as well as help identify dose thresholds (Dose thresholds
red box) that can be input as soft-constraints during treatment planning.

Head and neck oncology has seen large increases in patient survival due to a shift from

smoking-driven tumors to less aggressive HPV-driven tumors. This increase in survival has

resulted in a shift in priorities towards increasing the quality of life of patients: radiation

to organs near the primary tumor during treatment can lead to tissue damage, resulting in

long-term side effects [89, 170]. Predicting when symptoms driven by spatial tissue damage

occur is thus an understudied area of interest to oncologists, as it can help identify better

treatment guidelines.

When performing the initial diagnosis, oncologists rely on patient history and clinical

staging that rank the size and spread of the tumor [245] to determine the method of treat-

ment to optimize patient survival. However, after the treatment methodology is established,

predictive models are needed to identify patients that may need preventative treatment for

serious side effects. Common criteria for treatment decisions are tumor location, T-staging,

which is a 5-level stratification based on the size and penetration of the primary tumor into
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surrounding tissue, and N-staging, which is a 4-stage stratification based on the size and

spread of secondary tumors in the lymphatic system [245]. These criteria are combined with

other factors to decide on treatment plans for patients, which may include radiation therapy

and other treatments like concurrent chemotherapy. Modern treatment plans are typically

chosen to maximize the chance of survival in patients. However, severe side effects (toxicities)

are common in many patients as a result of damage to surrounding organs from radiation

treatment [89]. A diagram of the clinical workflow is available in the supplementary material

(Figure A1).

In particular, predicting tissue damage from radiation therapy in head and neck cancer

(HNC) patients is a challenge due to the high number of treatment parameters and high

number of organs that may factor into side effects. For example, drymouth is often caused

by radiation damage to a subset of the salivary glands. Identifying when failure may occur is

a difficult modeling task, in which one needs to consider the glands as a spatially interrelated

system, as some may compensate for damage to other glands. Additionally, each organ may

have a separate non-linear response to the radiation dose over time, and symptom severity

varies throughout treatment. Furthermore, the large numbers of HNC patients in a cohort

and the dimensionality of the data pose a challenge in terms of visual analysis. Finally,

human modelers also require access to individual patient data, as well as to the patient

distribution within a cluster to make informed inferences about patient outcomes.

4.4 Related Work

4.4.1 Visual Analysis of Cohort Data

Several applications of visual analysis have focused on different algorithmic approaches for

clustering patients [206, 229, 346]. Visualization tools often extend these approaches by

allowing human-in-the-loop analysis to identify sub-cohorts [24, 158, 376]. Other systems

have focused on comparison of cohorts to discover differences in disease progression [194],

genetics [106], cancer treatment disparities [288], but, unlike our work, these systems do not

focus on model building.
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Many systems use clustering [215] and dimensionality reduction [85, 240] on key features

to guide explorations over high-dimensionality data. Some tools have looked at visual ana-

lytics for creating clusters with unstructured health data [44, 107, 164], while other systems

incorporate temporal clustering methods [95, 116, 330, 369, 375]. However, these systems do

not attempt to incorporate spatial information in their clustering models, as we do. Addi-

tionally, none of these systems link detailed treatment plans to qualitative patient outcomes

in the cohorts, as we do.

4.4.2 Visualization of Medical Image Data

Work in visual computing with medical imaging often focuses on linking spatial features to

external variables to support exploration for domain experts. Early work focused on visual-

izing spatial imaging data with open source tools (MITK [355]) and introduced integration

of spatial and non-spatial linked views [112].

Specialized approaches have been developed to explore cohort features in other domains

such as tissue imaging [92, 138, 334], neuroscience [14, 134, 143, 190], and lumbar spine fea-

tures [56, 151].

Focusing on cohorts of RT data, BladderRunner [262] visualized cohorts of prostate cancer

patients which used a mixture of T-SNE and Gaussian mean-shift clustering to group patients

based on bladder shape. VAPOR [100] extended their work to consider RT-induced treatment

toxicity. Other work has extended these results to explore uncertainty in RT data for visual

analysis [113,271] and predictive models [101]. However, these approaches do not deal with

HNC oncology treatment, which has more complex treatment and symptom patterns but

lower temporal variability.

Previous HNC work has used spatial data to cluster patients based on tumor spread to

lymph nodes [186]. Many techniques rely on simplified representations of anatomical data to

allow for better analysis of high-dimensional data [151,262,343,345]. While these works often

deal with feature engineering, none of them focus on directly altering the model in parallel

with the visual analysis, as we do. Additionally, we uniquely provide tools for validating the
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feasibility of the underlying model’s logic and embedding anatomical data directly into the

system.

4.4.3 Visual Steering and Interactive Machine Learning

In the medical domain, several projects have developed visualization systems around the

workflows of clinical model builders and biostatisticians with a focus on regression mod-

els [77]. Raidou et. al [259,260] proposed a tool for visual analysis of regression-based Tissue

Complication Probability models, with a focus on uncertainty. However, these approaches

do not focus on clustering or stratification models, as we do.

Other work has focused on actionable explanations for pre-built models for clinicians,

such as normal tissue complication models [372], binary classifiers [53], case-based reason-

ing [201, 218], and black box models [52]. For explainable AI, DrugExplorer [329] proposed

a model for user-centered XAI alongside a system for exploring graph-neural-networks for

drug repurposing. However, none of these approaches tackle iterative probing and model

development, or capturing spatial information in their data, as we do.

Additionally, our work uses interactive rule mining to help explain the clusters. Many

systems have worked on aggregated visualization of rules [225, 290, 302, 303, 315, 362, 366],

and used interactive rule mining to approximate more complex models [217]. Our approach

differs from these in that we include a novel rule mining algorithm focused on matching

clinical use cases, along with a novel visual encoding that allows for interactive parameter

tuning.

4.5 Methods

The DASS design is rooted in our earlier experience with clinical stratification models that

relied on forward search for feature selection for clustering [346]. Fully automated parameter

searches yielded models that performed well on a single performance metric. However, when

the clusters were inspected by clinical collaborators, they would often find issues with the

organs used, such as organs that are completely unrelated to the outcome, or smaller organs
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that they felt should be included. Thus, we introduced a human-in-the-loop forward search

directly into our front-end alongside model explanations to help improve the process of

iterating on our clusters.

User-guided search has two additional benefits. First, our clinician collaborators wished

to specify desired characteristics of the models, which led to a need to explore multiple

alternative outcomes or starting points based on these desired characteristics. Second, col-

laborator input is required when balancing model performance, the feasibility of the organs

considered, and the number of organs considered. For example, we found that in one model,

including both the soft and hard palate had identical effects on the outcome. Thus, the

decision came down to the clinicians, who helped us identify which one was of more clinical

importance.

Furthermore, in previous work, we attempted to find clusters through hyperparameter

search or using predefined cluster features. However, we found that neither approach per-

formed well. Automatic feature selection led to clusters that focus on organs that served

as positional indicator features, such as the oral cavity [346], but are not causally linked

to outcomes and resulted in model explanations that are not well-received. Notably, we

found that the brainstem and brachial plexus nerves often appeared as predictors, despite

clinicians noting that neither can be associated with any of the outcomes being predicted.

Such models work well, but lack causal plausibility, which hinders adoption and cannot be

generalized to treatment guidelines. The DASS design specifically addresses these problems

through its back-end and front-end.

4.5.1 Data

Data were collected from a cohort of 349 HNC patients treated at the MD Anderson Cancer

Center using Radiation Therapy, with or without chemotherapy, using a 7-week treatment

course. We consider three types of data: spatial dosimetric data taken from the patient’s

treatment plan; unstructured clinical data taken from the patient’s health record; and tem-

poral information on the patient’s self-reported side effects taken during and after treatment.
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All values are positive ordinal values. Symptom ratings for individuals are discrete, while

dose values are continuous.

Diagnostic images were taken at the time of diagnosis, and 40 organs of interest were

segmented from these images and considered in the treatment plan. Dose treatment plans

were extracted for each organ of each patient. We include 3-dimensional information on the

cumulative dose received by each organ during treatment. We use the notation “VX” to

denote the maximum dose that penetrates X% of the organ. For each organ, we consider

the V5-V95 range in increments of 5, as well as the mean and maximum dose.

For outcomes, patients were asked to fill out an MD Anderson Symptom Inventory

(MDASI) questionnaire [275]. This inventory includes self-reported symptoms for 28 dif-

ferent items, such as drymouth and pain, on a scale of 1-10. We also include secondary

variables that may be used as confounders in the patient outcomes taken from electronic

health record data, which we generally treat as binary confounding variables.

4.5.2 Collaboration

Our work was done as part of an ongoing collaboration between data scientists and research

oncologists at three US sites. DASS was commissioned to serve first and foremost the needs

of the model builders, but to also facilitate clinician input and feedback on the models.

Remote meetings were held weekly, during which we would get feedback on designs, and

update project goals based on feedback and current results. Examples of prototypes during

this phase are included in the supplement Appendix B.

We followed an Activity-Centered Design (ACD) process [199], which is a methodology

conceived to better support designing for domain experts by focusing on existing user work-

flows and activities. The approach has higher success rates in interdisciplinary settings

than Human-Centered Design (63% versus 25%) [199]. We focused on the workflows around

the development of clinically applicable models, as well as the associated data analysis and

verification required to validate and publish the results.
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4.5.3 Task Analysis

Modeling Requirements The goal of our project was to aid in the development of an

interpretable decision-support tool for clinicians to help identify HNC patients at high risk

of long-term severe (self-reported rating > 4 on a 10-point scale) side effects due to radiation

damage. We focus on HNC patients as the sensitivity of organs in the head and neck makes

detection of quality of life measures in survivors a difficult, under-explored application. Our

collaborators were specifically interested in a model that could improve on existing clinical

systems by incorporating sets of related organs that together support specific functions, and

thus should be treated as a system.

Our system was designed to be used for asymmetric collaborative analysis, which would

be handled by model-builders with expertise in the underlying algorithms, with clinicians

providing input and feedback. Therefore, we identified requirements for the models them-

selves, as well as the steps needed to create and validate each model. For our models, we

derived the following requirements:

Actionable: Usable in a practical setting. In a typical workflow, clinicians use risk strat-

ifications that rank a patient’s risk of survival, which are then integrated into a holistic

treatment plan. As such, we require that our models output a simple ranking for each pa-

tient, as well as insights that are usable without access to the models. Access to individual

patient data, as well as the patient distribution in each cluster, in terms of both doses and

symptoms, was necessary.

Plausible: Generalize well to a real-world setting. The underlying features that lead to a

patient being classified as high-risk must be easy to understand in their spatial context. The

models must also place patients in the high-risk group because they received a high dose to

a specific set of organs, and the set of organs considered must be mechanistically linked to

the outcome of interest.

Transparent: Be easily probed, assess the plausibility of the models, and identify edge

cases in the models. We also needed to be able to demonstrate the plausibility of the models
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and explain its internal logic to readers with a clinical background.

Visualization Tasks Based on these requirements, we designed a dose-based stratification

methodology that clustered 2D dose distributions to a set of organs and used the resulting

patient clusters as a proxy for patient risk. Our visual front-end is designed around visual

steering, which uses information scent and visual cues to guide our team through the pro-

cess of selecting, validating, and refining the range of potential parameters for the models

to balance different performance metrics and model plausibility. Because this task requires

significant knowledge of the models when adjusting parameters, our interactive system is

designed to be used directly by models builders and visual computer experts, with encod-

ings designed to allow model builders to communicate intermediate results to clinicians and

domain experts.

Through a series of iterative sessions where we developed models and discussed them with

our collaborators, we identified the following Activities and Tasks for our visual interface:

• A1 - Given a symptom, find optimal cluster parameters

– T1 Find organs causally related to the symptom of interest.

– T2 Identify a window in the dose-volume histogram that best stratifies the cohort.

– T3 Validate a choice of clustering algorithm and parameters

• A2 - Validate that the logic of a model is causal and plausible

– T4 Examine the dose distribution of each cluster and where the doses differ.

– T5 Verify if the cluster with the highest symptom risk also has higher doses to the

organs used in the clustering.

– T6 Identify confounders that may impact risk prediction.

– T7 Validate the predictive accuracy of the clusters.

• A3 - Examine and explain individual clusters

– T8 Identify the organ doses that most distinguish each cluster.
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– T9 Evaluate differences in symptom trajectory between clusters over time.

A1 deals with the development of models, while activities A2 and A3 help to quantify

the models and provide feedback to improve the parameters in A1. A2 is a requirement

for clinical publishable findings, while A3 is important for identifying any insights that can

be drawn from the final model. For example, once a model is validated, finding that the

high-risk cluster for taste dysfunction tends to have a very high maximum dose to the tongue

may indicate that future work should investigate the effect of tongue dose on outcomes in

more detail.

4.5.4 Back-end Algorithms

Modeling. DASS allows selecting from a range of clustering algorithms: K-nearest-

neighbors, Hierarchical clustering, spectral clustering, and a Gaussian Mixture Model. After

several iterations, we converged to a Bayesian variant of a Gaussian mixture model for all

cluster outcomes. Once a set of organs and a dose-volume histogram (DVH) is identified,

these features are encoded as a vector for each patient of size #organs * window-size. Patient

vectors are clustered, which are ranked based on the sum of the mean doses to each organ

included in the cluster. Ideally, this will result in the highest rank cluster (high dose) being

the most correlated with the outcome.

To evaluate the resulting models, we also need to specify a symptom and time point to

use as the outcome of interest. We then convert ratings to a binary outcome using a severity

threshold. After discussion with our collaborators, the default was a symptom rating above

4 out of 10 at 6 months after treatment.

Once our clusters and outcomes are identified, we perform multivariate correlation analysis

using a likelihood ratio test (LRT) to assess the correlation between each cluster and the

outcome of interest, using a set of clinical confounders interactively specified. The (LRT)

builds a regression model with and without each cluster, and we can compare both models

to assess the impact that each cluster has on the goodness of fit of the model.
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From this, we can calculate an odds-ratio and statistical significance p-value for each

cluster, as well as the Bayesian Information Change (BIC) [156]. BIC and AIC are estimates

of the goodness of fit of a model that include a penalty for the number of variables considered,

in order to prevent overfitting, where lower scores indicate better fits [156]. For BIC,

reductions in score relative to a baseline model of at least 2 indicate reasonable evidence,

while reductions of at least 6 indicate “strong” evidence of improvement [257]. This provides

a set of different metrics for assessing the cluster quality in terms of stratifying the cohort.

In addition, to assessing the quality of the current clustering, we provide a forward search

in which we alter the existing cluster parameters by adding or removing either a single

organ or a single feature from the dose-volume histogram window. We then re-cluster the

cohort, and evaluate the new p-value, AIC, and BIC for the new clusters, relative to that

of the existing cluster. These metrics are used to provide information scent for users when

performing a forward search of the data.

Rule Mining. To help explain the clusters, we designed a constrained rule mining

algorithm and used it to generate a set of dose thresholds that work as a classifier. Our

algorithm looks for splits among all dose features in the dataset to find a set that maximizes

the mutual information between the splits and a binary outcome. This algorithm is designed

to approximate standard rule mining, with the following additional constraints so that the

results approximate the rules used by clinicians when specifying dose thresholds: 1) Mono-

tonicity – the high-probability subset for each split in the data must either always be the

group above or always in the group below the threshold; 2) Minimalism – The algorithm can

only use one dose-feature for each organ; 3) Informative – each “rule” in the ruleset must

have a minimal predictive value (user-set) on its own.

Specifically, the algorithm works as follows: 1) we calculate the mutual information gain

between each feature split within each ROI (e.g. V40 to the Tongue > 40) and the binary

outcome of interest; 2) of the resulting splits, we select the k most important splits; 3) for

each of the k best rules, we test combinations of all other splits in step 1 that do not share
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the same ROI, and calculate the new mutual information gain of the combined rules. Rules

are combined using the AND operator (i.e. the patients must satisfy all rules); 4) steps 2-3

are repeated until no improvement is seen in the mutual information gain. To speed up the

algorithm, pruning parameters used to speed up the search can be adjusted in the interface.

To speed up the algorithm our backend also allows for pruning parameters in the forward

search by: 1) increasing the distance between dose values when testing thresholds (granu-

larity); 2) limiting the candidate rule sets used when performing forward search to only the

top k at each step; 3) limiting the maximum number of rules in a ruleset. These pruning

parameters are pre-set based on testing but can be adjusted in the interface.

Implementation All data pre-processing and modeling is done using Python with NumPy,

Pandas, and Flask for the back-end. Clustering and dimensionality reduction is performed

using the scikit-learn package, while statistical tests use the statsmodels package. Our system

frontend is implemented using React and D3.js.

4.6 Front-end Design

The DASS front-end (Fig. 4.1) is composed of 6 panels: a cluster dose view (Fig. 4.1-

B) that shows the within-organ dose distribution for each cluster (A2), an additive effects

view (Fig. 4.1-C) that shows the estimated impact of adding or removing features from

the cluster on the specified outcome (A1), an outcome view (Fig. 4.1-D) that shows the

different symptom ratings over time for each cluster (A2-A3), a configurable scatterplot

view (Fig. 4.1-E) that shows a 2D projection of all the patients in either the dose or outcome

space (A2), a rule view (Fig. 4.1-F) that shows a set of dose thresholds that best separates a

cluster of interest (A1-A3), and a control panel (Fig. 4.1-A) that allows users to specify the

cluster parameters and outcomes of interest. We arrived at this design following a parallel

prototyping process, with multiple design alternatives and repeated feedback. This process

is illustrated in the supplemental materials.

To better support the analytical workflow, we use a categorical color scale for cluster
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Figure 4.3: DASS model-building workflow. First, a desired outcome is selected, along with the initial clustering
parameters, which can be drawn from prior literature or informed from information metrics in the explanation
view. After clusters are generated, the inter-cluster distributions can be investigated using the dose distribution and
configurable scatterplot views. Cluster performance can then be validated by investigating the inter-cluster symptom
trajectories and correlations with outcomes. A rule-based classifier can also be used to produce explanations for the
high or low-risk clusters based on dose thresholds. Once clusters are investigated, the Additive Effects panel can
identify potential changes to the clustering parameters that could improve the model performance.

membership. Analysts can select a specific cluster, which is used to populate the temporal

outcome and rule views, and brush in all other linked views. By default, DASS automatically

selects for brushing the highest dose cluster, as this cluster was typically of the most interest

to our clinicians.

4.6.1 Visual Scaffolding

When dealing with organ data, understanding the relative position of each organ is essential

for analysis of the relationships between organs and side-effects. Specifically, dose values

are correlated with location, and it is important to identify situations where organs may be

linked to toxicities due to their centrality and proximity to nearby organs rather than being

directly causally linked.

In previous work, we represented the set of organs as a stylized plot showing each organ
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Figure 4.4: Development of the organ diagram used to encode organ-specific values. (Left) Organs that are located
in the center of the head (Right) Bilateral organs that occur on both the left and right sides of the head.

as a plot in 3 dimensions [345]. However, we felt that this representation was limited in its

usefulness, as it is difficult to identify organs that may be smaller and clustered together,

but may be functionally important, such as salivary glands and smaller organs in the neck.

Previous work has also shown that 2-dimensional maps of anatomical regions work well,

and work well with clinicians who are typically trained to work with image slices and 2-

dimensional anatomical drawings [343]. Expanding on this, we created a 2-dimensional

representation of 45 organs used in our dataset based on existing anatomical drawings [94].

We then divided up the organs in the head into unilateral organs that sit along the mid-

sagittal plane (e.g. tongue), and those that exist as a pair of organs on each side of the

mid-sagittal plane (e.g. eyes), which are further subdivided into those on the same side as

the primary tumor (ipsilateral side) and those on the opposite side of the primary tumor

(contralateral side). This gives us three “groups” of organs along the center axis. For each

region, we took tracings around organs of interest using multiple anatomical cross-sections.
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We then overlaid all drawings, added in missing regions such as the spinal cord, and manually

adjusted each contour to avoid overlap and regularize the size of each region. Adjustments

were also made to ensure that regions were reasonably concave so that color gradients were

visible. A diagram of the final drawing with all regions labeled is available in (Fig. 4.4).

4.6.2 Additive Effects Panel

Figure 4.5: Additive Effects encoding showing a heat map of the organs and dose-features used in clustering. Color
encodes the goodness of fit effect of adding (no or teal outline) or removing (dark black or brown outline) features to
the clustering.

When working on model development (A1) our main task is to identify a set of organs to

cluster once our desired outcome has been specified (Fig. 4.5). In this panel, we provide a

forward search to estimate the effect of adding (for features not in the current clusters) or

removing (for features in the current clusters) different organs or features from the clustering

space on model performance (Section 4.5.4). We chose a beige-white-teal color scheme as we

wanted to de-emphasize uninteresting (negative) results while still capturing the divergent

nature of the results. Thus, we used beige as it has lower perceptual salience than the rest

of DASS.

Since model developers may be interested in balancing performance between multiple

outcomes, we allow choosing which information metric is used to encode color: BIC, AIC,

or the t-statistic—-which we report as a change in p-value, as well as the inputs to the LRT

test, and the threshold used to rank an outcome as “severe”.
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Alternative designs relied on variations of heat-map and bar charts with effect sizes.

However, these were replaced with the visual mapping approach, as we found that it helped

to cue users about the approximate position and function of each organ when deciding on

clinical relevance. Our collaborators also found that using similar layouts for the dose-cluster

encoding and additive effects view reduced cognitive load and made the system more visually

consistent.

4.6.3 Outcome Plot

Figure 4.6: (Left) Plots showing the symptom ratings over time from the start of treatment for the specified
symptom of interest, broken up by cluster. Circular markers encode the percentage of patients that experience a
symptom at each level and time point, and help us estimate a patient’s relative risk. Line charts show average ratings
for each symptom. (Right) Bar chart showing the results of multivariate correlation tests for the clusters at different
thresholds.

To support validation and iterative model improvement, it was important to show how

outcomes vary within each cluster. This is important when ensuring, for example, that the

cluster with the highest doses is actually capturing the high risk patients. To do this, we

provide two types of encodings that show patient outcomes for each cluster: a temporal view

of symptom ratings for the clusters, and a statistical bar-chart view showing the results of

the likelihood ratio tests performed on each cluster for the outcome of interest.

Our temporal view uses a novel encoding (Fig. 4.6) to encode the trajectory of the symp-

tom of interest across the entire treatment period for the patient clusters. This encoding

has two components: a symbol grid, and a simple line chart. To reduce the complexity of

the encoding, we first group the symptom ratings and treatment dates into bins (we selected

five). In the symbol grid, we divide the patients into those in the selected cluster, and those

not in the selected cluster (out of cluster). For each patient, we calculate the highest rating
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for the symptom within the treatment dates before aggregating by cluster. We then calcu-

late the percentage of patients from the selected cluster that fall in each rating + date bin.

These percentages are encoded as circles on a grid, where the x-axis shows each date bin,

and the y-axis encodes the symptom ratings. Size encodes the percentage of patients. Values

for the in-cluster patients are shown as a saturated marker, while the out-of-cluster patients

are shown as a black border marker. By comparing the markers, we can approximate the

odds-ratio of a patient within the selected cluster having a symptom of a given severity at

each time point.

In addition to the symbol grid, we overlay a line chart that shows the mean symptom

value over time for each cluster. The line charts use cluster colors. A cluster chart can be

clicked to select that cluster for more details.

The statistical bar chart view encodes the results of the LRT test (Section 4.5.4). This

view is used for assessing how well a model performs while accounting for the specific out-

comes and confounders. Cluster-outcome relationships that are statistically significant (p <

.05) are shown using their categorical cluster color, while relationships that are not (p > .05)

are shown in gray. The selected cluster for the interface is highlighted using a bold black

border between the bars for that cluster.

4.6.4 Cluster Dose-Distribution Plots

Figure 4.7: Per-organ dose distribution for a selected cluster. Color gradients shows within-cluster distributions.
(Left) A tooltip shows the full dose-volume histogram for a brushed organ. Dotted area shows the value (V55)
currently being shown in the heat map.
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Once a reasonable set of cluster features has been identified, our first set of tasks involves

investigating the dose distribution within each cluster (A2 T5-6). This is useful for identifying

when the clusters are separating out patients with higher dose to other organs that were

not included in the cluster inputs. To do this, we calculate the quartile ranges of a user-

selected dose value within each cluster, for each organ. These values are then shown as

a gradient heatmap using our 2-dimensional organ diagram using a sequential red color

scheme (Section 4.6.1), where the innermost color represents the top quantile (80%) and the

outer color represents the lower quantile (20%), allowing us to visualize the inter-organ dose

distribution for each organ.

Interactions allow directly adding or removing organs from the cluster queue, as well as

selecting a cluster to be used for brushing in other views. This facilitates the investigation

of other aspects of the cluster in more detail.

To anchor the visual heatmap in the clinician’s knowledge, we add a tooltip for each organ

that can show the dose-volume histogram for each quantile for the selected organ and cluster

(Fig. 4.7). This allows for a more detailed view of the entire histogram, while highlighting

the relationship between the novel heatmap, and the standard dose-volume histogram that

clinicians are familiar with.

4.6.5 Scatterplot

To visualize the distribution of patients across each cluster, we include a modified scatter-

plot panel that shows a 2-dimensional plot of the patients across two interactively-selected

dimensions (Fig. 4.8). By default, we show the first two principal components of the fea-

tures used to cluster the patients, but allow choosing to alternatively view higher order

principal components, the principal components of the symptoms, or individual clinical or

symptom ratings. Because we found that avoiding visual occlusion was more important than

a high-fidelity projection, we use a force directed layout to remove overlap between glyphs.

Each patient in the scatterplot is encoded with a custom glyph that encodes its cluster

membership, and the rating for the symptom of interest between 0 and 10. Each circular
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Figure 4.8: Stylized scatterplot. Patients are represented by a custom glyph that encodes the outcome of interest
(late drymouth ratings) as marks extending radially. Markers are colored by cluster membership, and a contour is
shown around the currently selected cluster. A tooltip (left) shows a heatmap of the dose applied.

glyph is encoded with ticks that extend in 32.7-degree intervals in a clockwise radial pattern,

where the number of ticks corresponds to the symptom rating. Thus, a full “pinwheel”

glyph represents a patient with a symptom rating of 10, while an empty circle represents

a patient that does not experience the symptom. Because symptom ratings use discrete

ordinal (integer) values, we can encode the exact ratings. We additionally scale the size of

the glyph based on the symptom rating to support visual identification of small or high dose

values.

Finally, we color code the glyphs based on their cluster membership. The selected cluster

is brushed by giving the corresponding glyphs a higher opacity, and drawing a contour around

the convex hull of the cluster in the scatterplot. By hovering the mouse over a patient glyph,

the user can view a tooltip showing a plot of the given patient’s received dose, and ratings

for all symptoms over time. The dose to each organ is encoded for each patient using the

organ diagram heat map (Section 4.6.4).

Previous designs used alternative projection methods with alternative projections and

glyph encodings. However, we found that allowing inspection of individuals was more im-

portant than preserving location with perfect fidelity. In contrast, T-SNE avoided occlusion,

but tended to produce visual clusters that did not correspond to the desired clusters. For
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glyph design, we considered alternative shapes (e.g. diamonds or circles) for different levels

of severity. However, collaborators found the use of color and shape confusing, while the use

of ticks + size was better received, and we were able to identify the patient of most interest

(very high and very low severity) fairly easily for further inspection.

4.6.6 Rule Builder

Figure 4.9: Ruleset encoding in the rule mining view. A swarm plot of the patients is shown for the feature used in
each rule, with the first and most informative rule on the right. A horizontal line shows the cutoff thresholds used in
the rule. Patients that pass a rule are then plotted in a swarm plot in the next rule on the right. The section on the
right shows rule patients failed at, with patients that pass all rules at the top (green area). Patients in each section
are divided to show the False Positives or False Negatives at each level. Lines connect markers for a patient across
each sub-plot.

Once our clusters are built, one of our goals is to explain the clusters in terms that

are familiar to clinicians. To accomplish this, we used a constrained rule mining algorithm

(Section 4.5.4) to produce a set of dose thresholds such that the group of patients that meet

these thresholds approximates the selected cluster. This approach was chosen as clinicians

often work with dose thresholds when choosing treatment plans.

When a cluster of interest is selected, our algorithm finds a list of rule-sets that optimize

the mutual information between the patients and the cluster of interest. We then generate a

plot for each ruleset, and show the top rules in a list to the user. We also show the number

of predicted positives, information gain, precision, recall, and f1 for predicting the true class

above each plot.
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Our novel rule encoding is based on a mixture of swarm plots and parallel coordinate plots

that are modified to show the progressive filtering of each ruleset (Fig. 4.9). We encode each

feature (e.g. V50 to the tongue) along the x-axis. We then map the y-axis to the dose value

in grays. Patients are plotted along the y-axis based on their value for the given dose feature

in the x-axis, and adjusted using a force-directed layout to avoid overlap. A horizontal line

is then drawn at the threshold of the rule for the feature on each step of the x-axis. Patient

marks are color-coded based on the selected cluster, while patients not in the selected cluster

are gray.

To show the effect of additional rules, the features along the x-axis are ordered from left

to right by the maximum information gain for its corresponding rule. In the first feature,

we show all patients in the cohort. For additional features, we filter out all patients that do

not satisfy rules from all previous features. The rightmost side of the encoding shows the

patient groups stratified along the y-axis based on when they were filtered out of the ruleset.

The set of patients that satisfy all rules is grouped at the top, while the set of patients that

do not satisfy the first rule is grouped at the bottom. We further separate the final group by

those in the true class (target cluster) and those not in the true class, allowing us to visualize

the false positives and false negatives for each rule.

To provide a visual cue for how the rules are filtering the cohort along the x-axis, we

provide lines that connect the undistorted locations of patients between axes, equivalent to

a parallel coordinate plot with filtering. Once a patient is filtered out, we draw a line from

the corresponding rule to the group on the right side. To prevent overlap, we only show the

lines for the patients within one stratum at a time, which is changed by brushing a patient in

the given strata. By default, we brush the group of patients that satisfy all rules (predicted

positives).
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4.7 Evaluation

The first and foremost value of DASS comes from its unique functionality and its ability

to support clinical model development, which we illustrate via two case studies. These

case studies, presented here in abbreviated form, illustrate the process of creating models

for practical use, based on real clinical data. The case studies were performed via Zoom

meetings with desktop sharing, with one of the data scientists piloting DASS and the group

using the think-aloud methodology with note-taking. We furthermore collected and report

qualitative feedback from clinical collaborators during these case studies.

As further evidence of the DASS functional value, we provide in the supplemental materi-

als a quantitative evaluation of clusters generated with DASS against baseline ML clusters.

The DASS clusters improve performance for drymouth, choking, and swallowing issues. Fi-

nally, with an eye towards the generalizability of DASS to other modeling problems, we

collected additional feedback where eight data scientists rated the usefulness and usability

of DASS.

Since the interactive model-building components are directly targeted at modelers, An

additional quantitative comparison of our clusters against baseline ML clusters generated

without DASS can be found in the supplemental materials.

Our dataset consists of 349 patients treated with radiation therapy for oropharyngeal can-

cer. These models have been generated with the help of DASS by four data scientists in our

group over several months of remote collaboration. The models have shown improvements

over baseline models, and have been favorably evaluated by three clinical oncologists.

4.7.1 Case Study 1

Our group was interested in identifying patients at high risk of developing drymouth at 6

months after treatment, a common side effect in HNC patients. In particular, the clinician

analysts in the group wished to model the relationship between drymouth and the radiation

dose applied to the salivary glands. The medical literature had established a few dose
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Figure 4.10: Case 1. (A) Low-and high-dose clusters using starting features. The low dose cluster includes several
organs with high variance in the dose distribution. (B) Initial model performance. (C) Low- and high-dose clusters
using the final model. Low dose cluster has a much lower variance, with only a few sets of outliers. (D) Final
model performance measures. High-risk cluster is correlated with drymouth with a higher odds ratio than the initial
clusters.

guidelines for parotid glands, but not for other salivary glands.

The model building process started by setting the parameters in the DASS control panel.

Based on results from earlier work [345], the group set the initial clustering features to be

V40-V55 doses to the ipsilateral and contralateral Parotid glands. Three clusters based on

a Gaussian mixture model were investigated. Inspecting the initial clusters in the outcome

plot, the analysts noticed that, as expected, there was a higher rate of drymouth in the

highest dose cluster (Cluster 2 in Fig. 4.10), although the correlation was not significant for

the desired threshold of > 5. Moving to the dose distribution plot, the group noted that

the low and medium dose clusters tended to have a high-variation in the dose to certain

organs, as indicated by the dark red inner contours and light outer contours to several

organs (Fig. 4.10-A), suggesting that the model parameters did not differentiate the low

dose patients well. Moving to the additive effects view, the model was iteratively adjusted

to include the submandibular glands and soft palate, with a larger dose window (V30-V55).
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After updating the model, the group noticed the clusters in the scatterplot panel achieved

much better separation in the data (Fig. 4.10-D) compared to using just the parotid glands

(Fig. 4.10-B). Returning to the dose cluster plots, the group also verified that the low dose

cluster had a lower overall variance in the doses (Fig. 4.10-C).

Once the group achieved a set of features, the analysts aimed to verify the validity of the

resulting model. Looking at the outcome panel, they noticed that while the high dose cluster

was a strong predictor of drymouth, the low dose cluster had a high odds-ratio. Moving back

to the scatterplot, and with the help of the oncologists, they inspected the patients in this low

dose group, and noticed an interesting pattern: a number of patients had very high symptom

ratings, and confirmed that none of their organs received notably high doses. Pivoting to

the temporal outcome panel, the analysts further noted that this low-dose group had the

highest incidence of severe drymouth at the start of treatment. After further discussion

with the clinical collaborators, the group concluded that existing treatment plans try to

minimize dose to the parotid glands, but not the submandibular glands, so the dose tends

to be much lower in severe cases. The team theorized that there is likely a minor, but not

full compensatory effect of the contralateral salivary glands when one set of salivary glands

fails that should be explored later when investigating dose guidelines.

4.7.2 Case Study 2

This second case study dealt with the identification of patients at high risk of swallowing

dysfunction, which is a less common outcome that is theorized to be related to damage to

muscles in the mouth and throat. Swallowing disorders are also related to patients that

require a feeding tube and weight loss, and thus it is an important outcome to avoid. High-

risk patients can also be assigned prehabilitative therapy such as swallowing exercises as

well.

To help identify a set of starting organs, the analysts inspected the rule mining view and

set the desired outcome to be severe late swallowing using all available features (Fig. 4.11-A).

By looking at the resulting rules, the group was able to identify the organs and dose features
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Figure 4.11: Case 2. (A) Rule mining results for predicting severe swallow dysfunction, which suggest using high
doses to the pharyngeal constrictors. (B) Scatterplot of the first principal component of the cluster features vs
swallow ratings. A tooltip highlights a case with severe swallowing in a low-dose cluster. (C) Outcome plot for the
final clusters. High risk patients have similar ratings during treatment, but swallowing issues increase between 6
weeks and 6 months after treatment.

that best predicted severe swallowing, which allowed selecting a set of starting features for the

cluster. Among the best splits were high dose depths (V55-V70) to the superior, medial, and

inferior pharyngeal constrictors, which are key muscles used in swallowing, which were chosen

as a starting point for the clusters. After running the clustering, the analysts inspected the

outcome view and noticed that the initial clustering parameters were effectively separating

the high-risk patients: this highest dose cluster had a significantly higher odds ratio of

severe late swallowing (2.56) than other clusters (Fig. 4.11-C). Inspecting the cluster dose

distribution view, it was noted that this high-dose cluster was noticeably smaller (n = 35)

than the drymouth cluster and that the high-dose cluster tended to consistently have a much

higher V55 to the IPC than other clusters.

Moving to the scatterplot, the analysts changed the dimensions to show the first principal

component of the dose and swallowing ratings, which allowed identifying all patients with
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high swallow dysfunction that were not in the cluster (Fig. 4.11-B). Using the tooltip, the

group found some of these patients had high doses to the base of the tongue and upper larynx.

The analysts then added the supraglottic larynx to the clustering parameters in hopes of

capturing this group. The group then moved to the additive effects view, iteratively changed

the dose window to include only the V55-V65, and added the esophagus, which is another

major muscle used for swallowing in the base of the throat. After finalizing the parameter set,

the analysts inspected the rule view to find the features that best distinguished the high-

risk cluster. This high-risk cluster was easily distinguished using the V55 to the Inferior

Pharyngeal Constrictor. Our clinical collaborators noted that all the pharyngeal constrictor

muscles are located close together, and there exist guidelines for the dose for all of these

muscles. Thus, a high IPC dose is likely a predictor of a high dose to all related organs.

Additionally, the group discussed the fact that the dose threshold for swallowing was higher

than drymouth, which may indicate that muscles are less sensitive to radiation relative to

salivary glands.

4.7.3 General Usefulness and Usability Feedback

In addition to the case studies, which illustrate the DASS unique functionality, we collected

qualitative and quantitative feedback from both collaborators and from modelers not affil-

iated with the project. All collaborators appreciated the functionality provided by DASS,

and are in the process of publishing the resulting clinical models. Regarding the spatial

cluster panel, our clinical collaborators found it intuitive and useful for inspecting dose dis-

tributions of organs of interest. Feedback on the rule mining algorithm was also positive,

with oncologists remarking that it was “very useful”, as it could “translate our results into

practical applications”. A data mining expert responded similarly to the additive effects

panel, saying that it was a “nice, very nice way to explore the parameter space”.

Additionally, we asked, via an anonymous online questionnaire, three senior data scien-

tists in the group, who were not directly involved in the DASS design but participated in

walkthroughs of the system, and five junior data scientists, who were not affiliated with the
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Figure 4.12: General DASS usability and usefulness.

project to rate the usefulness and usability of the whole system and of each component of the

system on a Likert scale from 1 to 5. We specifically sought feedback from data scientists,

with an eye towards generalizability, as modelers are the intended users of the interactive

model-building components of the system. Results are shown in Fig. 4.12.

Feedback was very positive, with most ratings between 4-5, in particular for usefulness.

Ratings for usability were slightly lower, as expected: some of the group experts clarified

the group’s narration during the model-building process was extremely useful, and they

wished for visual help buttons replicating that experience on demand. Ratings from the

junior data scientists not affiliated with the project were occasionally lower, in particular for

the composite outcome marker plots and the dose cluster panel. Based on the qualitative

feedback, the difference in these cases was directly related to the visual scaffolding and

domain expertise which collaborators benefited from, as these plots were based on methods
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used in RT planning and clinical biostatistics.

4.8 Discussion and Conclusion

Our design relies on three main principles for improving model development: 1) information-

scent to guide model development (A1); 2) visual scaffolding to support bridging the infor-

mation gap between what domain experts commonly deal with and what is needed to reason

about the data (A2); 3) model explanations aimed at translating our novel approach to the

types of simpler “models” use in practice (A3). Our case studies show how the system was

effectively used to develop explainable models that outperformed our previous attempts at

developing clinical models.

In terms of generalization, our design philosophy is most suited for applications where the

training data is insufficient for automated inference tasks, but can be augmented through

collaboration between domain experts and visual analysis experts during the model-building

process, which requires continuous input from both parties during model-building to identify

and reason about unexpected results. Additionally, the system is best suited for smaller,

complex datasets. While some models can generalize knowledge by simply collecting more

data, this is not feasible when doing small cohort analysis when data is rare and expensive

to collect. Thus, these problems benefit the most from domain-expert input to help embed

domain knowledge into the algorithm that can not be inferred from the data.

Below, we distill the design lessons gathered from this project when dealing with visual

steering and explainable AI problems in collaboration with domain experts.

L1. Explanation Scaffolding: We extend the concept of visual scaffolding – gradually build-

ing to more complex visualizations from a more familiar one – to that of XAI-style model

explanations. Specifically, we argue that model explanations should aim to translate more

complex models into those that mimic how users commonly deal with the data. In our case,

we used constrained rule mining in conjunction with visualizing intra-cluster dose distribu-

tions using a visual scaffolding approach. Other systems have used regression models which
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are common in biostatistics. However, clinicians do not often reason about such models

directly, so they are less useful in clinical practice.

L2. Keep Model Goals Flexible: When developing models, data scientists may work solely to

optimize the performance in terms of easily measured outcomes [196], which leads to issues

during collaboration with model end-users [370]. In practice, there is often a misalignment

between what can easily be measured, and what makes a model useful in practice. In

developing our models, we found that it was important to allow users to investigate a mixture

of outcomes, in addition to qualitative factors such as model plausibility and complexity,

which need to be leveraged against each other when deciding on the final model.

L3. Encourage Skepticism: One motivation in the design of our system was a recurring

problem of designing models that performed well, whereas further probing revealed internal

logic that appeared to be the result of biases and spurious correlations in the data. Despite

this, our models were often received without skepticism when these issues were not brought

up. This issue with over-trusting erroneous explanations has been suggested in early em-

pirical studies [148, 360]. The communication gap between model builders and experts may

result in dramatically over-trusting the models for both parties as they may be unable to

identify issues in the models on their own. When dealing with XAI, designers should focus

on promoting skepticism about the models by highlighting potential issues in the models,

such as outliers and confounders, which can help highlight previously unknown issues in the

models.

The main limitation of our system is the reliance on visualizations that require familiarity

as well as knowledge of the underlying models and data, which is made possible by the

long-term nature of our collaboration. While we use domain-specific designs for our visual

scaffolding approach and model designs, the design philosophy can be generalized to other

problems involving spatial data where model outputs can be translated into discrete groups,

such as clustering and decision trees. In terms of scalability, our system requires 5-15 seconds

to update new results for each cluster, depending on the number of clusters and rules mining
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settings. Scaling to larger datasets may increase the required time, although this is still

significantly faster than alternatives that do not use interactive steering. Visualization of

individual patients in the Scatterplot and Rule view may also be difficult with very large

cohorts.

In conclusion, we have presented an ML and visual steering system for clinical oncol-

ogy symptom modeling with spatial data. We described the co-design of a clinical visual-

steering system, and demonstrated its ability to support the creation of interpretable ML

models for stratifying patients. Additionally, we presented a set of lessons learned for model

co-development and model explanations for a hybrid, machine expert and human expert

problem. We hope that these findings will help future designers create better, and more

trustworthy models in high-stakes settings.
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4.9 Chapter Conclusion

DASS describes the design of a human-in-the-loop spatial clustering algorithm for 3-dimensional

dose distributions and modeling interface for patient symptom outcomes. It presents sev-

eral strategies for improving spatial clustering by using simplified model explanations and

2-dimensional representations of 3-dimensional dosimetric data that preserve relevant topo-

logical information for domain users. This paper also proposes the idea of model actionability

in XAI systems for domain-specific applications and attempts to instill strategies for directly

designing systems for incorporating these user goals in the design of the models themselves

by providing spatially aware information scent into the integrated visual analytics. In our

next paper, I will generalize design lessons from previous work, as well as work in writing

clinical papers into a formalization of the design process of explainable spatial unsupervised

modeling for clinical application.
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Chapter 5

Explainable Spatial Clustering in Radiation Oncology for Domain
Experts

Chapters 2 and 4 discussed different applications for spatial unsupervised machine learning

in radiation therapy planning. This chapter extends these works and incorporates additional

insights from the dissemination of those results through the publication of clinical results-

focused papers to present a domain characterization of explainable unsupervised learning

with spatial data.

Advances in data collection in radiation therapy have led to an abundance of opportuni-

ties for applying data mining and machine learning techniques to promote new data-driven

insights. In light of these advances, supporting collaboration between machine learning ex-

perts and clinicians is important for facilitating better development and adoption of these

models. Although many medical use cases rely on spatial data, where understanding and

visualizing the underlying structure of the data is important, little is known about the in-

terpretability of spatial clustering results by clinical audiences. In this work, we reflect on

the design of visualizations for explaining novel approaches to clustering complex anatomi-

cal data from head and neck cancer patients. These visualizations were developed, through

participatory design, for clinical audiences during a multi-year collaboration with radiation

oncologists and statisticians. We distill this collaboration into a set of lessons learned for

creating visual and explainable spatial clustering for clinical users.

The clinical studies this chapter is based on were published in Radiotherapy and Oncol-

ogy [346,349], while our discussion of the design lessons was published as a short paper and

presented at the 2020 IEEE Vis Conference [343]. The initial designs of the lymph-node

112



encodings and dendrograms referenced in this chapter were created by Tim Luciani as part

of his PhD dissertation [186].

5.1 Introduction

One of the most important applications of machine learning (ML) techniques to oncological

healthcare is patient stratification. Stratification is the division of a patient population

(group) into subgroups, or “strata”. Each strata represents a particular section of that patient

population. The strata are typically correlated with specific demographic or disease traits,

and specific outcomes, including survival or side effects in response to specific treatments.

The nature of patient stratification makes it well suited for clustering—an unsupervised data

mining technique that groups patients based on some measure of distance between them.

When the distance measure and clustering algorithm is well-chosen, clustering can generate

novel insights and help discover previously undiscovered structure in the data.

Oncological data is often tied to a patient’s anatomy, which complicates the construction

of a similarity measure between patients and the selection of a clustering algorithm. In

cancer patients, the spatial information of the tumor and surrounding anatomy is vital in

deciding optimal treatment and forecasting patient endpoints. Thus, understanding the

underlying spatial structure of the data during the clustering process is important. Despite

a widespread interest in sophisticated clustering techniques for patient stratification, the

adoption of clustering in oncology is stifled by the difficulty in understanding the inner

workings of spatially-informed clustering.

In this work, we examine a participatory design of explanatory visual encodings born

out of a long-term collaboration between oncology, data mining, and data visualization

practitioners performing analysis on a cohort of head and neck cancer patients [201, 285].

Specifically, this work looks at interpreting clusters of stratified head and neck cancer patients

based on secondary disease spread to the lymph nodes, with the goal of helping clinical users

understand the strata and use them to help predict the toxicity outcome of disease treatment.
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We reflect on the process of creating domain-specific visual encodings through participatory

design to help “bridge the gap” between the data experts and healthcare experts [136]. We

further explore obstacles and successes when creating visual encodings for interpreting data

mining techniques, and for communicating with oncology experts with limited background

in both visualization and in artificial intelligence.

5.2 Related Work

5.2.1 Explainable AI

Advances in machine learning and data mining has led to a recent increase in papers about

interpreting artificial intelligence systems, largely grouped under the umbrella of ‘Explain-

able AI’ (XAI). XAI encompasses a wide range of concepts, and there is still no widely

adopted vocabulary for the techniques and evaluation methods. Many systems visualization

solutions have proposed model-agnostic solutions that rely only on inspecting the relation-

ship between the data and predictions of a model [157, 180, 352, 371]. However, these are

usually more applicable to model developers, and there is little adoption of these methods

for end users of the models. Model-specific methods involve model introspection and in-

clude a variety of more traditional methods. Coefficients in linear models can be mapped to

effect sizes for different features [235], making them popular in controlled experiment anal-

ysis. Other popular methods have been developed for visualizing decision trees [130] and

bayes nets [168]. Model-specific methods allow for more robust statistical interpretations

and causal analysis, which is an important factor for facilitating trust in lay-users. When

models are too complicated to be understood via introspection, mimic models are often used

where an interpretable model is made to approximate a black-box model. For applications

where the goal is to interpret a given prediction, rather than the whole mode, instance based

approaches where an explanation is built around a local subset of the data has been shown

to provide better fidelity than building mimic models with the entire dataset [268,269].

Cluster Explainability Interpretation and visualization of clusters is a common anal-

ysis task tightly integrated with dimensionality reduction in general, but is less understood
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than traditional explainable AI (XAI) approaches, which are generally focused on supervised

learning. A task analysis of 10 data analysts [31] included 3 tasks related to clusters: verify-

ing clusters, naming clusters, and matching clusters to existing classes. General methods of

cluster visualizing have typically been linked to low-dimensionality embedding, where classes

are shown plotted in a 2 or 3-dimensional space, and cluster-membership is shown on top

of the data in the lower-dimension space [9,84,339]. Hierarchical clustering methods, where

clusters are iteratively created at different levels of granularity, have commonly been visual-

ized as dendrograms. When dimensionality reduction isn’t appropriate, general methods of

multivariate data visualization are used, such as parallel coordinate plots [58] or specialized

glyph encodings [42]. Other systems synthesize existing methods to support visual steering

and clustering for scientists [43, 44, 215]. While some recent work has dealt with clustering

ensemble geospatial data [189], we are not aware of any methods that deal explicitly with

clustering anatomical or 3-d data as in this work.

5.2.2 AI in Healthcare

Most data-driven systems that are actively used in practice by clinicians emphasize sim-

plicity and intuitiveness over performance. Widely used scoring systems have relied purely

on clinical intuition [103], despite its sup-optimal performance in followup studies [149].

More successful medical scoring systems rely on regression methods with rounded coeffi-

cients [15, 224] despite the negative impact on performance [313]. Other commonly em-

ployed methods include recursive partition analysis (RPA) [19, 169, 176], or variations of

logistic regression [63]. Many works have demonstrated improvement in clinical models by

using more advanced methods, such as boosted trees and support vector machines in disease

prediction [60, 265, 292], and deep learning models for predicting medical events [54, 264].

Despite the superior performance of many of these advanced models, they are difficult to

deploy in practice and have poor adoption due to their lack of interpretability.

Vis in Healthcare Visualization approaches to healthcare problems often focus on sup-

porting data exploration, rather than understanding predictive models [23,34,181]. Certain
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systems for model exploration have been developed to aid in the development of regression

models based on the workflows of biostatisticians [76, 274]. Other systems have applied

visualization for clustering cancer data [215], and predicting infection spread in hospital

wards [226]. For spatial data, Grossmann et al. [113] incorporated methods for visualizing

clusters based on bladder shape to support a retrospective study on prostate cancer pa-

tients. Some works have attempted to identify design considerations when working with

domain experts in healthcare [192, 263]. However, except for Raidou et al. [263], most of

these considerations do not apply to clustering or spatial data, and are largely focused on

analytics and electronic health record data. As a result, there is a dearth of papers discussing

how to approach unsupervised XAI models to reach clinical audiences.

5.3 Background

In many cancer patients, tumors metastasize into the lymphatic system, causing lymph nodes

to become “involved”—affected by secondary nodal tumors. The lymphatic system forms

a complex chain of lymph nodes, and these secondary tumors spread along these chains to

adjacent regions stochastically. Affected lymph nodes are a long-established factor in deter-

mining patient outcomes in head and neck cancer [174]. Current predictive systems use a

staging system based on the size and number of nodal tumors, but miss more nuanced predic-

tions about how the different patterns of nodal spread may affect toxicity outcomes [128,357].

No prior machine learning methods correctly handle this type of spatial data, due to a lack

of spatial similarity measures [87,186].

Our data comes from a cohort of 582 head and neck cancer patients collected retrospec-

tively from the MD Anderson Cancer Center. All patients survived for at least 6 months

after treatment. Data was collected on the presence of 2 severe side effects: feeding tube

dependency, and aspiration - fluid in the lungs that requires removal. We mainly consider

the presence of either of these side effects, which we define as radiation-associated dysphagia

(RAD) [61]. The data also encodes the disease spread to 9 connected regions (denoted as
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levels 1A-6) on each side of the head, along with the disconnected retropharyngeal lymph

node (RP or RPN). Many patients in this cohort had unique patterns of disease spread to

the lymph nodes.

The project consisted of 2 phases with distinct design requirements. In phase 1 (model

development), we worked alongside six domain experts in radiation oncology, and two data

analysts with data mining and biostatistics backgrounds, over four years. During this time we

developed, validated, and deployed an anatomically-informed patient stratification method

based on each patient’s patterns of diseased lymph nodes [186]. To demonstrate the im-

portant role of spatiality, the stratification used only anatomical features. We met with

representatives from this group up to three times per week via teleconferencing, as well as

in quarterly face to face meetings. In phase 2 (model dissemination), our results needed

to be analyzed and delivered to the larger radiation oncology community. In this stage, we

received feedback from three additional radiation oncologists and two bioinformaticians with

expertise in head and neck cancer. The final stratification approach is available to clinicians

through an open-source interface [201]. Below, we reflect on the design process, which fo-

cused on an activity-centered design paradigm [199], along with feedback from the domain

experts.

5.4 Model Development Phase

In phase 1, we worked to identify a meaningful, anatomically-informed distance measure

between patients, as well as an appropriate method of clustering the patients. We developed

an approach in which each side of the head was treated as a graph. Nodes in this graph

corresponded with regions in the head that aligned with those used in existing oncology

literature, and regions that were anatomically adjacent in the head were connected in the

graph as an edge. Each patient was treated as two sub-graphs, one for each side of the head,

containing only the nodes with nodal tumors. A distance measure based on these graphs

then needed to be identified, alongside a clustering technique that led to meaningful clusters
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Figure 5.1: (A) Lymph nodes overlaid over a diagram of the neck. (B) Example graphs of diseased nodes for 2
individual patients (datapoint representation). (C) Example consensus graph for 1 cluster (cluster representation).
The top-right graph shows disease spread with 66+% of patients on the right nodes in 1B, 2A, 2B, and 3, and disease
in 1-33% of patients in right node 4. The bottom-right graph similarly indicates involvement of >66% and <33% of
patients in left nodes 4 and 3, respectively.

(activity 2). Clustering was performed using only the spatial disease spread captured by

the graph model. Because identifying relevant structures in oncological data is nontrivial,

defining this methodology required iterative experimentation with different features, cluster-

ing techniques, numbers of clusters, and other parameters [308]. We identified the following

activities that required visual support:

1. Identify and analyze the relevant spatial data features underlying one datapoint (i.e.

patient).

2. Analyze the effects of different spatial similarity measures on clustering (i.e. why two

patients are considered to be similar under a specific measure).

3. Analyze the representative patterns and pattern variation within each cluster.
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Datapoint Representation The first design followed a graph metaphor to encode the

diseased regions for each patient (activity 1). A compact graph that followed an anatomical

map of lymph node chains for half the head (because the problem is symmetric) was used as

a template for each patient (Fig. 5.1-A), based on ideas from biological network visualiza-

tion [203,341]. For each patient, two envelopes were drawn over their diseased nodes. Green

and purple envelopes were used for the left and right side of the head, respectively. Areas

where envelopes overlap are shown in blue and denote regions where tumors occur on both

sides of the head, which are of particular interest to oncologists (Fig. 5.1-B).

This design allowed for a compact representation of a complex spatial feature space, while

following the mathematical intuition behind different distance measures. These graphs were

incorporated into an interface that shows patients and compares them to their most similar

matches. The compact representation was useful in identifying the spatial features of each

datapoint, as well as interpreting distance between patients.

Figure 5.2: Part of an augmented dendrogram of lymph node clusters (clusters 1-3 not shown; the full dendrogram
is available at http://www.sciencedirect.com/science/article/pii/S2590177X20300019#f0050. Leaves of
the tree are smaller clusters that merge at higher levels according to the agglomerative clustering algorithm. Clusters
are id-ed by colors in the graph. Clusters are further augmented with breakdowns of relevant clinical covariates of
interest (F.T.: Feeding Tube; Asp.: Aspiration).

119



Cluster Representation In a first attempt to characterize each cluster, we selected a

representative patient for each cluster: i.e., the patient closest to the cluster centroid (ac-

tivity 3). The representative patient, however, did not capture any intra-cluster variability.

Subsequently, we created a new representative encoding by placing the most commonly af-

fected nodes for a cluster in a “consensus” graph. Nodes where 2
3 of the patients in that

cluster had nodal tumors were outlined in envelopes. However, in this new representation, it

was unclear why certain clusters were not merged. In a third iteration, we added a different

marker (squares) for nodes where less than 2
3 of the patients in that cluster, but at least

one patient had nodal tumors (Fig. 5.1-C). We used shape, rather than color, because hue

already encoded disease laterality, and further intensity variation was not legible given the

small scale.

However, at small scale, the markers and colors for multiple clusters became hard to

distinguish. Additionally, outside clinicians and bioinformaticians mis-interpreted the third

encoding as representing only one patient in that cluster, and in one case, as clusters con-

taining identical patients. In the fourth design, two stacked graphs were used for each side

of the head for each cluster, and visual scaffolding [198] was used to explain the progres-

sion from a single datapoint representation to the consensus graph. The consensus graphs

were placed within dendrograms, which showed the consensus graphs of smaller component

clusters within each larger cluster of interest (Fig. 5.2). To further clarify the hierarchical

clustering process, we added explicit color-coding of the dendrograms, with labels and colors

showing the cluster names and tracing the merging process, as well as small statistics tables

showing the patient toxicity outcomes within each larger cluster.

5.5 Clinical Model Dissemination Phase

In the second phase, our results needed to be able to reach their intended audience: clin-

ical radiation oncologists. While the methodological development was concerned with the

clinical validity of the analysis, clinical readers are more concerned with significance of the
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results, and place more importance on feasibility, trust in the underlying covariates, and the

implications of the results [345, 346], rather than the methodology used, which had already

been peer-reviewed [186]. In this phase, we used four clusters to align with existing staging

systems, and the clustering still only considered spatial disease spread. In order to effectively

communicate results, we identified the following activities to support:

1. Describe patient clusters from an anatomical perspective.

2. Identify each cluster’s underlying structure.

3. Connect structural cluster differences to clinical covariates.

4. Explain plausible causal relationships between the clusters and correlated patient out-

comes.

Figure 5.3: (A) Cluster conditionals. (Top-left) Map of the regions in the neck. Color indicates when the decision
tree classified a patient into the cluster based on if the region had no disease (pale red), tumors in one side of the
head (red), both sides of the head (dark red), or a combination of two options. (Bottom-left) Radar chart showing
the percentage of patients in the cluster with nodal tumors in a given region. Color indicates the presence of tumors
in exactly one (pale red) or two (dark red) sides of the head. (B) Second iteration of cluster conditionals. (Top-right)
Membership diagram showing the regions in the head. Color indicates when all (red), a subset of (yellow), or none
of (blue) the patients in a cluster had nodal tumors in a region. (Bottom-right) Decision-tree based diagram. Colors
indicate when a decision tree classified a patient into that cluster.
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Cluster Conditionals The first design relied on two synergistic encodings for each cluster.

The first encoding expanded on the original anatomical diagram to show the most discrimi-

native features in each cluster (conditionals). To do this, a decision tree was trained on the

cohort to predict cluster membership with 100% accuracy using the number of sides of the

head with a nodal tumor in each region of the head and neck, which could be 0 (no disease),

1 (unilateral disease), or 2 (bilateral disease). Because experts who had not participated in

the methodology design process had trouble understanding the graph-based encoding, the

set of variables considered sufficient to any patient in the training data into a given cluster

was then encoded into an anatomical region diagram of one side of the neck (Fig. 5.3-A).

By focusing on the regions that the decision tree considered, the diagram highlighted the

regions that best identified the key differences between clusters, while omitting regions with

commonalities between then, in order to support activities 2 and 3. The second encoding

was a radar plot of the percentage of people in a cluster with either unilateral or bilateral

disease spread in a given region of the neck. This representation allowed for a more detailed

view of the overall distribution of tumors in each cluster (activity 1).

The initial cluster visualization design using trees was found to intuitively make sense to

clinical collaborators. However, they had difficulty understanding the underlying explana-

tion of the diagrams and how they were generated within the space of a figure caption, as

they had limited experience with decision trees. Collaborators incorrectly assumed that all

combinations of nodal disease in the diagrams were shared between all patients in a given

cluster. Additionally, our collaborators pointed out that while the one-sided diagram of the

neck was common for surgical applications, radiation oncologists often visualized the neck

in terms of a front view that included both sides of the head simultaneously.

In the second design (Fig. 5.3-B), each cluster is encoded using a frontal view anatomical

diagram. A red-yellow-blue categorical color scheme was used to mark which regions were

diseased in all patients, some patients, or no patients within the cluster, respectively, fol-

lowing the original intuition of our collaborators. An additional anatomical diagram based
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on the decision tree was included for each cluster below the membership diagrams. Since

the new diagram included both sides of the head, color was used to show when the decision

tree split the cluster based on the presence of disease (red), or absence of disease (gray) in

a given region, while white regions were not considered in the model.

Figure 5.4: Designs for two high-risk cluster conditionals using heatmaps. (Top) Spatial heatmaps showing the
portion of patients with nodal tumors in each region for at least one (left) or both (right) sides of the head. Regions
most informative in determining cluster membership are outlined in a thick dark border. (Bottom) Radar charts
showing the percentage of patients within the cluster with a given toxicity outcome (FT/RAD/AS), and those within
an existing risk-staging group (T1/T4/N2a/N2b/N2c).

Cluster Membership The conditional designs were better-received by the clinicians, but

difficulties in understanding the colormap and the lack of detail in the cluster membership

made it challenging to correctly draw insights. To address these concerns, we designed a

new heatmap diagram of the neck (Fig. 5.4), which used a sequential white-red color scheme

to encode the number of patients in a cluster with disease in a given region (activity 1).

We note that head and neck oncologists account for symmetry when discussing similar pa-

tients, and thus a symmetric encoding was a desired feature. A simplified decision tree was

trained to identify the regions that contained the most information about cluster member-

ship, which were outlined with a dark border in the heatmaps (activity 2). Additional labels
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were included, to indicate the left/right sides of the diagram show unilateral vs. bilateral

involvement, rather than the literal left/right sides of the head.

To help indicate the relationship between the clusters and other clinical data, covariates

and outcomes that were the most interesting to clinicians were included in a radar chart

alongside the heatmaps for each cluster. The inclusion of these data helped with the collab-

orators’ ability to discuss potential relationships between the structure of the clusters and

correlated outcomes (activities 3 and 4).

5.6 Design Lessons

Through the course of these iterations, we have distilled design lessons for interpretable

clustering with spatial data.

L1. Use visual scaffolding based on users’ spatial background. Spatial representations were,

as expected, essential to understanding the clustering. Furthermore, encodings were better

received when they mapped directly to the users’ model of the problem, particularly when

the users did not participate in the design. Using a graph-based encoding for the patient

lymph node chains allowed us to draw parallels to graph theory, which was useful when

testing similarity measures that were based on graph matching methods. In contrast, when

designing for the wider oncology community, the encoding best received was created by

visually scaffolding the graph directly onto an anatomical diagram of the neck from clinical

literature.

L2. Incorporate visual details specific to the user’s activities. When designing for the

methodology development, we focused on developing the clustering algorithm and ensuring

that the results were more meaningful than existing methods. Placing the cluster visualiza-

tions within a dendrogram allowed the users to scrutinize the inner workings of the clusters

at different scales. In contrast, clinicians were more results-focused. Namely, their key in-

terests focused on the spatial structure underlying each cluster, how the clusters related to

outcomes and existing clinical categories, and if these correlations could be explained in a
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way that was supported by clinical intuition. Thus, the design benefited from incorporating

anatomical details and additional clinical covariates that were not considered when designing

the model.

L3. Show secondary variables and outcomes. Design iterations that failed to include ex-

plicit labeling of results directly into the figure led to confusion. In the initial dendrograms,

viewers had trouble connecting the clusters directly to other statistical analysis. For the clin-

ical figures, collaborators often assumed that there were direct causal relationships between

variables shown in the figure. In this case, it was useful to include potential confounding

variables, to allow the readers to come up with alternative hypotheses.

L4. Design for both interactive and static visualization. In our experience, we started out

with interactive designs aiming to assist a relatively small group of domain experts, who

participated in the design process. Relatively quickly, it became obvious that the spatial

clustering had to be explained to a broader audience that expected static visualizations, in

the style of biomedical illustrations. Future works will stay closer to the illustrative style

during the interactive model development phase, to reduce the cost of later redesign.

L5. Build decision trees and conditionals to help explain spatial cluster differences. When

working with the broader audience, we found that the easiest way to explain cluster dif-

ferences required explicit construction of decision trees, and “conditionals” based on the

structure of the data—attempting to directly encode the differences was infeasible.

5.7 Conclusion

This work reflects on the process of designing visualizations for clustering with anatomical

spatial data. These designs were developed in two phases over several years, using par-

ticipatory design alongside collaborators with background in bioinformatics and radiation

oncology. Through these designs iterations, we distill a set of lessons learned. While we fo-

cus on a particular problem, our design approach can be generalized to other type of cancer

with spatially dependent data. These designs are part of a larger body of work borne out
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of a multi-year collaboration with domain experts with anatomical cancer data. By incor-

porating additional insights from sibling projects, we aim to develop a comprehensive set of

design guidelines for visualizing clusters of spatial data and effectively disseminating these

results to domain expert audiences outside of the visualization community.
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5.8 Chapter Conclusion

This work is an effort to compile the results from multiple projects into a moral formal

design characterization for VC+ML in clinical oncology work with spatial data. It presents

the idea of actionability and domain sense as core goals in the design process. It presents a

two-phase model for clinical research, which separates the model builders and model users.

Additionally, we provide a domain characterization for unsupervised ML + VC in the clinical

space. While we focus on only clustering here, future work may expand our work to consider

supervised spatial ML as well.
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Chapter 6

DITTO: A Visual Digital-twin for Interventions and Temporal
Treatment Outcomes in Head and Neck Cancer

The previous chapters focused mainly on developing spatially-aware VC+ML systems for

the model-building and dissemination stage. These systems have targeted model builders,

clinical collaborators, and in two cases wider biomedical audiences. While my work so far

takes into consideration desirable characteristics of the system, such as actionability, it does

not provide us with an opportunity to observe how these systems are received by domain

experts from wider audiences. The work focuses on designing XAI for clinical practitioners,

and explores the careful balance of model trust, as well as how to approach visual complexity

for users without knowledge of the underlying model who have varying desired level of detail

and visual literacy.

Digital twin models are of high interest to Head and Neck Cancer (HNC) oncologists, who

have to navigate a series of complex treatment decisions that weigh the efficacy of tumor

control against toxicity and mortality risks. Evaluating individual risk profiles necessitates a

deeper understanding of the interplay between different factors such as patient health, spatial

tumor location and spread, and risk of subsequent toxicities that can not be adequately

captured through simple heuristics. To support clinicians in better understanding trade-

offs when deciding on treatment courses, we developed DITTO, a digital-twin and visual

computing system that allows clinicians to analyze detailed risk profiles for each patient,

and decide on a treatment plan. DITTO relies on a sequential Deep Reinforcement Learning

digital twin (DT) to deliver personalized risk of both long-term and short-term disease

outcome and toxicity risk for HNC patients. Based on a participatory collaborative design
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alongside oncologists, we also implement several visual explainability methods to promote

clinical trust and encourage healthy skepticism when using our system. We evaluate the

efficacy of DITTO through quantitative evaluation of performance and case studies with

qualitative feedback. Finally, we discuss design lessons for developing clinical visual XAI

applications for clinical end users.

The contents of this chapter were accepted for presentation at the IEEE Vis 2024 Confer-

ence and is published in IEEE Transactions of Visualization and Computer Graphics [342].

6.1 Introduction

Figure 6.1: Overview of DITTO. (A) Input panel to alter model parameters and input patient features. (B)
Temporal outcome risk plots for the patient based on different models and treatment groups. (C) Treatment recom-
mendation based on the twin model and similar patients. (D) Auxiliary data panel, currently showing a waterfall
plot of how each feature cumulatively contributes to the model decision.

Head and Neck Cancer (HNC) is a serious but treatable illness that affects up to 65,000

people each year in the United States alone. Care for HNC patients is a complex, multi-

stage process that is dependent on the spatial location of the disease and its spread, and

which includes potentially repeated cycles of surgery, chemotherapy, and radiation therapy.

Determining the appropriate course of treatment for each patient is currently reliant on high

level national guidelines and clinician cumulative experience. However, current guidelines do
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not adequately address the wide range of individual patient responses to treatments or the

dynamic adjustments clinicians must make in response. For example, treating patients with

chemotherapy before radiation treatment may reduce the overall tumor size and therefore

reduce the risk of severe long-term side effects, but may also increase mortality risk. As a

result, there is exceptional interest in digital twin (DT) models of the treatment process to

help HNC oncologists better understand the potential risks and benefits of different treatment

decisions at each state in the treatment process. Digital twins are data-driven simulations

of patients and how they respond to treatment, which can be used to tailor treatments for

individual patients based on how they are expected to respond to different interventions.

DTs require complex simulations of a patient’s health at multiple points in treatment, and

thus rely on models that are more complex than those typically used in clinical settings (e.g.,

logistic regression). Data visualization is an underutilized resource that can help clinicians

interact more effectively with these digital twins.

Visualization for digital twins for subject-matter experts is an under-explored visualization

challenge [244], with many additional challenges specific to HNC clinical decision-making.

In terms of data, DTs consider multiple aspects of treatment, in addition to a combination

of spatial and dynamic multivariate data to capture the patient state, which need to be

visualized. In terms of outcomes, patient simulations yield dense, dynamic, and temporal

outcome predictions, which need to be presented efficiently to users who may be interested

in only a small subset of the resulting outcomes, depending on the context.

Furthermore, creating usable DT models also constitutes a visual explainable AI (XAI)

challenge. While many XAI approaches have been developed for explaining models to model

builders, less work has looked at the specific needs of model clients, who have unique re-

quirements when considering both model performance and model explanations. For example,

HNC clinical decisions may heavily depend on factors like spatial features and clinician ex-

perience, making simplification of results difficult. Issues with model explainability and

actionability may be a factor in the low penetration of ML models in medicine (<2% [5])
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beyond medical image analysis ML. Additionally, since existing models often contain bi-

ased or insufficiently diverse datasets to perfectly model the cohort, it is important to give

recommendations that allow for model introspection and support appropriate trust in the

recommendations while allowing physicians to identify cases when the model should be disre-

garded. Finally, complex model results need to be communicated to physicians while ensuring

that the visualizations are sufficiently familiar so that they require minimal training.

In this work, we introduce a visual analysis interface for digital twins in oropharyngeal

cancer treatment (DITTO). Our specific contributions are: 1) Requirements engineering of

the factors that HNC oncologists consider when interacting with digital twin systems for

treatment planning; 2) The design and implementation of a visual computing system with

a dual digital-twin back-end, one twin (set of models) of the HNC patients, and one twin

(set of models) of the HNC physician decisions; 3) The design of visual encodings for the

visual computing front-end, with a focus on supporting clinicians and supporting both trust

and skepticism in the models; and 4) A qualitative evaluation of the system with clinicians,

resulting in visual digital twin design insights.

6.2 Related Work

6.2.1 Patient Risk Modeling

Research in head and neck (HNC) oncology focuses on evaluating ways of improving pa-

tient outcomes through changes in treatment. Current approaches have seen relatively high

survival rates (∼ 86%) in many HNC patients. As a result, current work often focuses on

reducing side-effects (toxicities or symptoms) from treatment for patients with good survival

probabilities. Earlier works have built interpretable models for predicting patient clini-

cal outcomes for HNC patients such as survival and toxicity using clinical features [201],

lymph node involvement [186, 349], tumor location [345, 346] and dose distributions [350],

and radiomics [39]. This work is an extension of these approaches with a focus on tempo-

rally changing outcomes as well as intermediate treatment responses, which relies on more

complex black-box models and post-hoc, instance based explanation methods for model in-
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terpretability.

Risk modeling for patients with censored time-to-event outcome data like survival [175]

is generally modeled using approaches such as cox proportional hazard models [305], non-

parametric Kaplan-Meier analysis, and fully parametric models such as linear regression and

survival trees [328, 368]. This work adapts a deep-learning approach to survival modeling

called deep survival machines (DSMs), which use a fully parametric mixture of distribu-

tions fitted to the training data [232, 365]. Other approaches have adapted deep learning

approaches to Cox proportional hazard models [234, 361] and attention-based transformer

models for predicting survival [177]. However, none of these models account for differences

in patient response during treatment.

In terms of Reinforcement learning, VA for interpretable RL is usually focused on target-

ing model builders [325, 327]. For clinical models, several systems have proposed attention

weights for interpreting temporal neural networks [55,191]. In terms of visualization, Retain-

Vis [163] focuses on exploring a recurrent neural network on temporal electronic health record

data in patient cohorts. RMExplorer [166] uses subgroup statistics and feature attribution

methods to explore model fairness in risk models.

More generally, DrugExplorer [329] proposed a general framework for XAI applied to

drug discovery. In terms of presenting models to users, Suh et al [291] and Zitek et al [381]

discuss strategies for communicating models to domain experts, but do not expand this

to applications in decision support. Kaur et al. [148] showed that many users can “over

trust” erroneous model explanations they don’t understand properly. VISPUR [301] discusses

methods of identifying spurious correlations in causal models, but do not focus on integrating

domain expert knowledge.

6.2.2 Digital Twins

A digital twin is a digital model of a real-world system or process, that serves as the digital

counterpart of it for practical purposes, such as simulation, integration, testing, monitoring,

and maintenance. Although the term digital twin was introduced in 2010, visual steering of
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detailed computer simulations (i.e., digital twins) has been used before for flood simulation

planning [337] and VR applications for manufacturing [380].

In healthcare, limited work has been done in exploring digital twins for patients using

dashboards [146, 171] and 3D models to visualize blood flow [209]. Digital twin tools have

also made for simulating physicians [296]. Other approaches have built digital twins for

radiation dosage adaptation [310], glioblastoma treatment [83], and emergency department

management and [29], but do not integrate visualization or explainability. Marai et al. [202]

developed a web visualization tool for HNC patient risk based on similar patients that

allows for what-if analysis. Our work uniquely integrates visualization for both a digital

twin and digital physicians. Additional, to our knowledge, there has been no interactive

visual computing approach for digital twins that can also factor temporal decision-making.

6.2.3 Decision Support Systems

Relevant to this work is clinical decision support (CDSS) systems. Jacobs et al. discuss a

CDSS for clinical depression [133]. Other systems have focused on identifying ways of sup-

porting physician workflows for heart implants [363], critical care patients [373] and diabetes

care [35]. Other work has focused on model building for CDSS Bayes networks [230], and

integrating feature explanations to help train physicians in diagnostics [246]. More generally,

a recent study has suggested that users are more likely to use AI recommendations for harder

tasks [118]. Despite this, few visual systems have focused on decision recommendation in

the context of explainable ML recommendations.

Several systems have been developed specifically to visually communicate risk prediction

to clinical users or patients, although none of them focus on deep learning-driven personal-

ized patient outcomes. A majority of these systems focus on variants of Kaplan Meier plots

to communicate patient survival based on general diagnostic features [62,67,319]. Oncofunc-

tion [369] focuses on helping patients plan post-treatment symptoms. PROACT [120] found

patients were primarily interested in time left and survival risk at different time points using

simple visualization methods. Vromans et al. [323] found that some information seeking was
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a coping mechanism for a percentage of the population, and personal quality-of-life measures

were equally as important as patient survival. Floricel et al. [96, 97] uses temporal glyphs

and Sankey diagrams to show clusters of patient symptoms over time. Other common tools

have used Kaplan-Meier curves [319] and nomograms [102] for HNC and prostate cancer.

However, as far as we know, no online systems yet include digital twins with temporal state

outcomes, or use model explainability methods with patient-specific predictions.

6.3 Methods

6.3.1 Requirement Analysis

This project was developed as part of a multi-year collaborative research project between

HNC oncology radiotherapists from the MD Anderson Cancer Center, machine learning

experts at the University of Illinois Chicago and University of Iowa, and visualization re-

searchers at the University of Illinois Chicago. We followed the Activity-Centered Design

(ACD) methodology, which has higher success rates in interdisciplinary settings than Human-

Centered Design (63% vs. 25%) based on a survey of design studies [199]. Requirements

for both the interface and models were initially gathered through interviews with three re-

search oncologists, and gradually refined during weekly meetings through multiple rounds of

parallel prototyping and feedback over the course of several months.

To gather formative feedback, a version of the interface designed based on our initial

requirements was presented to a group of 11 physicians with clinical experience within the

HNC oncology group at the MD Anderson Cancer Center. Several participants were familiar

with the underlying dataset, but none had participated in the design of DITTO. During the

session, participants were given an overview of the system components before being given a

demo of the system and an online link where they were allowed to interact with the system

on their own. This was followed by an open-ended discussion and a feedback interview.
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Figure 6.2: Overview of the treatment sequence simulated by the digital twin models, along with the features to be
considered. Intermediate results of induction and concurrent chemotherapy are used as inputs into the next decision.
Final outcomes are a mixture of time-to-event curves and fixed binary outcomes. The DT model is trained to make
optimal decisions with respect to the final outcomes.

6.3.2 Data Abstraction

Our dataset uses the patient cohort described in Tardini et al. [297]. The cohort consists of

526 anonymized patients with squamous cell oropharyngeal tumors treated using definitive

radiation therapy at the MD Anderson Cancer Center between 2003 and 2013. All data were

collected after approval from the MDACC IRB (PA16-0303 and RCR03-0800). All patients

included also had either recorded deaths or a minimum followup time of 4 years. Patients

diagnostic data, treatment sequence, and outcomes were collected using EHR records.

Standard treatments for patients include a mixture of surgery, chemotherapy, and radia-

tion therapy (RT). Chemotherapy can either be given before RT (induction - IC) or with RT

(concurrent - CC). While real treatment can involve multiple rounds of each therapy, our

simplified treatment sequence models the treatment process as 3 decisions: chemotherapy be-

fore RT (IC), chemotherapy concurrent with RT (CC), and neck-dissection (ND), a common

surgery. These decisions are critical decision points, aligned with the standard-of-care [1].

The entire treatment sequence model is shown in Fig. 6.2. Baseline features include age

(cont.), if the patient is male or female/nonbinary (binary); race (binary x3); which regions

of the neck have affected lymph nodes gregoire2014delineation (binary x14); smoking status

(never, former, current) (ord.); total radiation dose to the tumor (cont.) and dose per-visit

(cont.); tumor staging (ord. x3); and tumor subsite (categorical x6). Tumor staging fea-
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tures (T, N, and AJCC) are ordinal rankings of tumor severity used to decide on treatment

regime based on tumor size and spread for the main tumor and nearby lymph nodes [13].

Race used a simplified grouping of demographics: White, African American/Black, Hispanic,

and “Other”, which is modeled as three one-hot variables in the data input. Minority inclu-

sion reflects the demographics of the MD Anderson Cancer Center patient population which

is approximately 85% Caucasian and 15% minority. Default gender is denoted as “male”

in the model, to reflect the demographics of the patient population which is approximately

30% females and 70% males and did not have information on nonbinary individuals.

Each feature is associated with a feature-importance during modeling, based on how much

it contributes to the twin model final decision, which is a value between 0 and 1.

After each decision, the patient response to treatment is modeled as a transition state

in terms of the response (change in size) of the primary tumor, nodal tumors, and any

dose-limiting toxicities (DLTs). Tumor response is categorized into 4 groups based on the

amount of change in tumor size: progressive disease, stable disease, partial response, and

complete response. DLT types considered in our model are: Hematological, Neurological,

Dermatological, Gastrointestinal, or Other. All DLT categories with fewer than 3 instances

in the dataset are grouped into the “other” class.

For temporal outcomes, we consider patient survival (OS), local-regional control (LRC),

and distant control (FDM). For each of these, we collected whether the event occurred, as

well as either the time of the event or last follow-up date. Additionally, we recorded whether

the patient was hospitalized for a feeding tube (FT) or lung aspiration (AS) within 6 months

after finishing treatment as binary toxicity outcomes. As an auxiliary outcome, we extracted

symptom ratings from a separate dataset of 937 patients with self-reported outcomes after

receiving radiation therapy [332], which is used in a secondary view to display possible

symptom trajectories.
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6.3.3 Digital Twins and Planning for Trust and Skepticism

One of our goals is to provide support for both trust and skepticism in the system recom-

mendations. In prior work [344], we have discussed visualizing “counterfactuals”, where the

model recommendation and ground truth diverge, and adding cues to highlight when model

predictions should be given more scrutiny. Because DITTO aims to provide treatment rec-

ommendations for a new patient, where the ground truth is not available, we implement

instead “neighborhood-based models” that are shown alongside the treatment recommen-

dation and predicted outcomes, to encourage both trust and skepticism in the digital twin

recommendations. These neighbor-based models show outcomes from similar patients in the

cohort and are described in Section 6.3.6.

Our core dual digital twin system is based on modeling of patient responses at each time

point for a given patient, alongside modeling of the physician-recommended treatment. We

specifically refer to the patient response models as the “Patient Simulator”, and the predicted

physician treatment decisions as the “Policy Model”.

To further encourage trust and skepticism, and avoid reinforcing clinical bias, we planned

to leverage and show recommendations from two deep learning models for the twin. In the

context of modeling a physician we implement two approaches: imitation learning [378],

which attempts to mimic what an expert would learn, and Deep Q Learning (DQN) [320],

which attempts to find an optimal decision based on expected future losses. e also implement

a preliminary imitation learning model for use by clinicians. We refer to the DQN strategy as

the “Optimal Policy Model” and to the imitation learning strategy as the “Imitation Policy

Model”. For the purpose of the interface, viewers can select the specific strategy to be used,

and examine results from that model strategy. These two supervised deep learning models

(DQN and imitation) are “Digital Twins” of the physician decision process, in addition to

the patient simulator.

In total, DITTO leverages and can show three recommendations: two based on the DTs

of the physician decision process, and one based on the neighborhood models.
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6.3.4 Task Analysis

Our system aims to help HNC oncology radiotherapists better understand the likely tradeoffs

of adding other treatments to radiation therapy. Based on interviews, we found that clinicians

generally consider treatment decisions at each stage individually, with a primary focus on

identifying potential outcomes in terms of both immediate disease response, toxicity risk, and

overall temporal outcomes up to 5 years. Individual interests, degrees of information seeking,

and visual literacy varied based on the individual practitioner and their backgrounds. As

a result, our system was designed to have flexibility, with the most prominent views being

presented by default, and more detailed views available on demand.

Additionally, we have found during our collaboration that some clinicians trust their past

clinical experience over neural networks and cohort-based reasoning, while others tend to

trust the model even when the system does not make sense. As a result, our main design

focuses on simultaneously showing results from both the supervised deep learning models

used in the digital twin and neighbor-based models that use similar patients in the cohort

(Sec. 6.3.6), to cue the user to have appropriate trust and skepticism in the system.

Based on interviews and clinical feedback during the prototyping stage, we arrived at the

following task abstraction:

T1. Identify the risk profile of a patient given a treatment selection.

1. Display the temporal risk of negative outcomes for the individual patient using the

digital twin

2. Identify the cumulative patient risk in terms of the cohort of similar patients in the

dataset

3. Identify the ideal treatment plan for the patient

4. Compare the patient to similar patients based on treatment and diagnostic data

5. Display expected patient symptom profiles after radiation therapy

T2. Identify relative benefit of treatment at the given time point.
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1. Display the potential gain in therapeutic efficacy in terms of survival, disease control,

and additional side effects

2. Compare expected cumulative tumor control and survival to the probability of addi-

tional toxicity due to treatment for the patient

3. Display the risk of dose-limiting toxicity due to chemotherapy or treatment complica-

tions

T3. Identify the trustworthiness of the model predictions and recommended treatment

1. Show the cumulative impact of each attribute on the recommended treatment in terms

of percentage confidence

2. Flag when the patient is an outlier in the cohort

3. Display confidence intervals for the patient outcome predictions

4. Compare the prediction of the DT and neighbor-based models

Nonfunctional Requirements In addition to tasks, we determined a number of nonfunc-

tional requirements. DITTO needed to build via visual scaffolding [198] on encodings in

existing clinical tools, such as Kaplan-Meier plots, barcharts, and cumulative distribution

histograms. Additionally, several clinicians desired to be able to show these results to pa-

tients, and thus designs needed to avoid causing patent anxiety (i.e., scale survival should

show risk always compared to 0). Finally, DITTO needed to be responsive and available

online to be used by clinicians at any time, with minimal (< 5 seconds) time to produce

results for a new patient.

During the workshop, two participants requested information about data provenance and

the model details, including limitations, available in the interface. Additionally, participants

asked for the patient inputs to always be visible, and to only render additional views once

an input has been manually submitted. Our original design also included both survival plots

and barcharts of all outcomes and predicted transition states at the same time, in addition

to median time to event for each temporal outcome. However, clinicians stated that most
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use-cases would focus on a smaller subset of results: the survival plots and survival at 2 and

5 years, with uncertainty values given, and that these designs should be centrally located,

and additional results could be given on-demand as exact values.

6.3.5 Deep Reinforcement Learning Models

DITTO uses an extension of the dual digital twin system described in Tardini et al. [297]. The

full system is shown in Fig. 6.2. Patients are assumed to follow a series of 3 binary decisions:

Induction chemotherapy (IC), Concurrent chemotherapy (CC), and Neck Dissection (ND).

Our digital twin is composed of multiple sub-models at each state in the treatment se-

quence, which are shown in more detail in Fig. 6.2. For the purpose of this section, we define

terminology when referring to each of these subcomponents. We call a model that predicts

the patient’s direct response to each treatment the “Transition Model”, and the model that

predicts long term temporal outcomes after definitive treatment is completed (i.e. survival

and recurrence) the “Outcome Model”. Following RL terminology, we refer to the model

that simulates a physician as the “Policy Model”. We have two versions of the policy model:

The “Optimal Policy Model”, and the “Imitation Policy Model”, which attempts to predict

the best treatment in terms of long term outcomes, and the treatment a physician would

make, respectively. We only use one Policy model at a time, which is defined by the user.

We use deep learning for all DT models due to their ability to deal with multimodal inputs

with variable outputs and handle missing data [253]. The following section briefly discusses

the details of each model.

To supplement the Digital Twin predictions, we show alternative predictions in the inter-

face based on the most similar patients in the cohort at the given timepoint. We refer to

this as the “Neighbor-based models” collectively, as we do not have to simulate responses at

each step since all patients have ground truth decisions and patient responses available.

Below we briefly describe each model. Due to space constraints, full details, model pa-

rameters, and evaluation can be found in the supplemental material Appendix A.

139



Patient Simulator

To simulate the patient, we use a set of models to mimic intermediate response to treatment

(transition models), and long-term response after treatment (outcome models).

Transition models predict patient response to treatment in terms of tumor shrinkage

and severe toxicities from treatment. Specifically, we consider primary disease response

(PD), and nodal disease response (ND), which are each 4 categorical ordinal variables, as

well as 5 binary results for different types of dose-limiting toxicities (DLTs). For induction

chemotherapy (IC), disease response is always assumed to be stable when no treatment is

done.

For post-treatment outcomes, we predict a combination of temporal and static outcomes.

We predict static outcomes using a deep neural network that predicts hospitalization due to

two severe toxicities at up to 6 months after treatment: Aspiration (AS), and Feeding Tube

insertion (FT). The temporal outcome model predicts cumulative patient risk over time for

overall survival (OS), locoregional control (LRC), and distant metastases (FDM) for up to

5 years. Temporal risk models use a variant of deep survival machines (DSM) [232]. For all

three outcomes, the DSM model returns a mixture of parametric log-normal distributions

for the patient that can be used to provide a cumulative survival risk over time.

Because clinicians listed confidence intervals as important for reasoning about the model

predictions (T3.3), all transition and outcome models are trained using dropout on the

penultimate layer between 50% and 75% [104]. During evaluation, we re-run each prediction

with random dropout at least 20 times, and then save the 95% confidence intervals for each

prediction.

Policy Modeling

The patient simulator models and ground truth responses are used as the environment

to train a digital physician (policy model) . The policy model is a deep-learning based
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Figure 6.3: Architecture for the model used to simulate a physician decision. We use a shared embedding with
a custom position token at each stage, followed by a separate layer for each output. Model activations for the
penultimate layers are used when calculating similar patients. Policy models use a modified version of a transformer
encoder that saves the cohort at each time point into memory at training time.

transformer encoder that predicts a binary treatment decision based on the baseline patient

features, response to the previous treatment, previous decisions, and current timepoint.

Because we need to explain the policy model recommendations (T3), we use integrated

gradients [293] to obtain feature importance for each decision relative to a baseline value.

Integrated gradients was chosen as it satisfies the completeness axiom where attributions sum

to the difference in the prediction between the baseline and actual recommendation, which

was found to be easier to reason about with our clinicians. For our baseline, we assume the

lowest possible rating for most ordinal attributes such as tumor staging or disease response,

and the most common value for categorical attributes such as gender, ethnicity, and tumor

subsite, as well as age and dose to the main tumor, based on feedback from clinicians and

what they found most intuitive.

6.3.6 Neighbor-based Models

To provide an alternative model prediction to improve user trust (Section 6.3.4). we provide

methods for estimating different patient outcomes using similar patients in the cohort, based

on the embeddings taken from the final layer in the policy model for the given time-point and

output. Our approach uses a modified variant of average treatment effect, which is used in

causal modeling for finding predicted effects from treatment while correcting for confounders.
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Figure 6.4: Diagram neighbor-based models when predicting patient outcomes. Model embeddings from the policy
model are used to extract the most similar patients. Neighbors are filtered by their estimated likelihood of receiving
treatment from the imitation model for those closest to the new patient. the difference between untreated and treated
filtered neighbors can then be used to estimate impact of treatment.

For a new patient, we calculate a set of k patients whose embeddings are most similar at

each time point in terms of embedding using euclidean distance. When predicting treatment

policy (physician choices), we use a smaller subset of the n, n < k most similar patients

and report the percent of patients that received treatment. For other outcomes and patient

response, we take from the k patients those with a predicted probability of receiving treat-

ment that are within a certain value of the patient. We then calculate the relative prevalence

of each outcome for the untreated and treated patients within this propensity-matched [17]

group (Fig. 6.4). For our system, We calculate the value difference as a fixed percentage of

the standard deviation of the logits of the propensity scores in the cohort, defined as:

cd = α ∗

√√√√ 1
|X|

∑
x∈X

(
ln
( px

px − 1
)

− 1
|X|

∑
k∈X

(
ln
( pk

pk − 1
)))2

Where X is the cohort and pn is the predicted probability of patient n receiving treatment.

We use an α of .1 based on the suggested formula in [18], which is increase in increments of

.1 until treated and untreated groups have at least 5 patients.

6.3.7 Implementation

Our back-end was implemented in Python using flask and pandas for data processing. Deep

learning (digital twin) models use Pytorch, and deep survival machines use modified code

taken from the auton-survival package [233]. Feature attributions were calculated using the

Captum package [154]. Our system front-end uses react with d3.js. Our online interface

requires approximately 3.6-4.5 seconds to return simulation results for a new patient with
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two cores on an AMD EPYC 7452 Processor and requires 4GB of ram with 4 worker processes

on the server, based on test queries for 10 random patients in the cohort. Specific model

parameters were chosen via model tuning are given in the supplemental material.

6.4 Design

6.4.1 Layout and Workflow

Figure 6.5: Diagram of user workflow using the interface. (Left) Users start by inputting patient features and setting
the model parameters, including the treatment to be considered. (Center) Users start by viewing the most prominent
information: treatment recommendations and long-term patient outcome risk plots for survival and disease recurrence.
(Right) Users who wish for more information can view additional views such as model explanations, similar patients,
and additional patient risk prediction results.

Our main system is divided into three main components: input, patient outcomes, and

treatment recommendation + supplemental views (Fig. 6.5). First, an input panel on the

left is used to change model and patient details (Fig. 6.1-A). To minimize cognitive load,

we focus on only showing one, user-selected treatment (IC, CC, or ND) at a time. Users

can optionally decide on other treatment decision when calculating future patient outcomes,

with the policy model handling the other treatment decisions when nothing is input by

the user. Next, central views show patient survival outcomes (Fig. 6.1-B) as well as the

recommended treatment for the patient (Fig. 6.1-C). Finally, additional views are shown

via tabs to users who have an interest in more detailed information, such as model feature

explanations (Fig. 6.1-D), similar patients, additional outcomes, and predicted symptoms
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ratings. These views are changed by toggling a set of buttons above the panel. Because

many views are only of interest to certain users, we added functionality to resize width of

each view via dragging the black vertical dividers, to allow users to expand auxiliary views

as needed, while keeping the main goal of evaluating patient outcomes the main focus.

Whenever model predictions are shown in the interface, we present the deep-learning

based Digital Twin predictions, and the neighbor based models. We use purple to encode

Digital Twin predictions, and green to encode similar patient predictions.

6.4.2 User Input

Figure 6.6: Examples of model and feature inputs for DITTO. (TOP) Toggleable model parameters. (Center)
Unstructured feature inputs given as both buttons and free-form input. (Bottom) Spatial inputs for tumor subsite
and affected Lymph Node levels. Colors next indicate feature importance in the current prediction.

The left panel allows inputting the relevant patient features and model parameters into

the system. At the top, prompts are given for model input parameters: 1) whether the policy

model should use the “optimal” or “imitation” strategy (Section 6.3.3); 2) what decision is

being considered; and 3) if any of the other decisions in the system are assumed to be

“fixed” (yes or no). By default, the decision is decided by the currently selected policy

model’s recommendation.

Below the model parameter input is a panel for the current patient (Fig. 6.6). By de-

fault, the average values for each feature are selected. We found that clinicians tend to

think of continuous variables such as smoking pack-years and age in terms of discrete “bins”
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therefore, all features are shown using categorical stylized radio buttons to make selection

easier, with free-text inputs on the side that allow users to use specific values when desired.

These values are checked for validity based on the feature. When analyzing concurrent

chemotherapy or neck-dissection, users can either specify the patient’s primary and nodal

tumor response to the previous round of chemotherapy, or allow the system to estimate this

response automatically.

For the spatial inputs: affected lymph nodes and tumor subsites, we allow users to di-

rectly interact with diagrams of the respective areas. The diagram for the lymph nodes

was previously developed alongside clinicians in our work with explainable lymph node clus-

tering [343]. The diagram of tumor subsites were adapted from diagrams created by the

MD Anderson Cancer Center. See the Appendix B for a labeled description of each spatial

diagram.

In addition to feature input, we include color cues in the feature attribution plot for each

of the features, described in detail in 6.4.4 (T3.1). These are shown as colored dots next to

each feature for nonspatial inputs, and as a color fill in the spatial features.

Because we do not want to re-run the computationally expensive simulation every time a

feature or parameter is changed, a new simulation is run using the updated features once the

user selects the “run changes” button at the bottom. Additional buttons reset the feature

inputs to the last time the simulation was run, and load the default patient features.

6.4.3 Survival Plots and Outcomes

When collecting feedback from HNC clinicians at the MD Anderson cancer center, several

clinicians suggested that users with less information seeking behavior will primarily be inter-

ested in seeing tumor control and survival risk for treated and untreated groups over time.

As a result, we centrally place an outcomes view panel (Fig. 6.7) that shows the model

predictions for all relevant endpoints in our system. By default, we show temporal plots for

survival, local-regional control, and distant metastasis for the treated and untreated groups

using the Digital Twin outcome models (T1.1) and neighbor predictions (T1.2), up to 60
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Figure 6.7: Image of survival curves for a patient based on different models. (A) Legend with toggle-able models
and outcomes, currently showing only treatment groups. (B) Survival plot for a patient, showing prediction with
concurrent chemotherapy and 95% CI based on the DSM model (purple) and similar patients (green), along with
fixed probabilities at 2 and 5 years. (C) Alternative outcomes view showing tables of predicted probabilities for
additional toxicities (Ft - Feeding Tube, AS Post - Aspiration Post-Treatment).

months post-treatment (Fig. 6.7-B). We also include 90% confidence intervals for Digital

twin predictions as semi-transparent envelopes (T3.3). We chose to use temporal outcome

plots as the main outcome plot, as oncologists often use variants of Kaplan Meier survival

plots to assess patient risk. Additionally, the legend at the top can also be used to toggle

off the visibility of certain models or treatment groups when the user only wants to see

predictions for certain parameters (T3.4) (Fig. 6.7-A). Each output is color-coded, where

hue encodes model group (Digital twin vs neighbor-based) and luminance encodes treatment

group (darker for treated groups).

Because a subset of information-seeking clinicians were interested in more details regard-

ing patient response, an alternative window (Fig. 6.7-C), shows static risk tables for all

transition outcomes and temporal risk at 2 and 5 years for both Digital twin and neighbor-

based predictions, for both the treated and untreated groups, for a total of 4 predictions

each, via a toggle button (T2.1, T2.2, T2.3). This view relies on direct encoding of features.

Additionally, each cell is color coded, with opacity encoding the risk percentage. These

additional results were originally encoded as a barchart shown alongside the survival plots,

but were moved to a simpler, more explicit table shown on demand based on clinician feed-
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back as well as recent findings suggesting that tables with explicit values are less prone to

confirmation bias when reasoning about the data [359].

6.4.4 Treatment Recommendation

The right panel of DITTO is devoted to more detailed model results, based on the varying

requirements cited by different clinicians. We show the recommended treatment based on

both the policy model, and similar patients at the top, in terms of a percentage between 0

and 100% for the suggested treatment (Fig. 6.1-C) (T1.3). To provide a cue as to how reliable

the model recommendation is, we calculate the Mahalanobis distance between the patient

embedding taken from the model for each time point and the rest of the cohort (T3.2). We

then calculate the relative percentile of the distance for this patient relative to the rest of the

cohort (e.g., 0 to 100%), which is shown next to the recommendation. We show a symbol

(thumbs-up vs thumbs-down) based on if the percentile is below or above 75%, respectively.

This feature was based on a specific clinician request for a cue regarding whether the new

patient recommendation can be trusted based on the cohort being used. Our original design

included a full histogram. However, during the workshop, several clinicians misread the

histogram, as some assumed being in the middle was better and others assumed the left was

better. Additionally, clinicians did not find seeing the distribution of the full training cohort

useful, and thus recommended using a text rating.

Below the model recommendation, a panel shows additional custom model details. By

default, the view shows a waterfall chart variant(Fig. 6.8). This view shows the cumulative

impact of each attribute on the final decision in terms of percentage confidence in the given

treatment on the x-axis (T3.1). The baseline shows the decision impact for a “default” pa-

tient, which is either the lowest possible value for ordinal (e.g., tumor staging) or continuous

values, or the most common value for categorical features. We then show the impact of each

feature as an error moving the decision along the x-axis. Because the integrated-gradients

feature attribution method satisfies “completeness”, the final position at the bottom is equal

to the position of the final decision relative to the first decision point. Each bar is drawn
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Figure 6.8: Truncated feature contribution waterfall plot showing how each feature contributes to the final model
recommendation, relative to the default (median) patient. Color double-encodes attributions

as an error that uses a diverging color scheme to double-encode impact size. All values

below a certain threshold (1%) are aggregated into an “other” value as they have negligi-

ble interest to users. Features are shown in order of positive impact from the top to the

bottom. This view was finalized as waterfall charts are an established method of showing

feature attributions [123], with the arrows and color encoding added to improve intuitive-

ness of the system. Additionally, it was very well received by clinicians during prototyping,

and described as “very intuitive” by a collaborator with no prior experience with feature

attributions.

6.4.5 Similar Patients

Based on interviews and previous experience with clinicians, many HNC oncologists are

interested in using previous patients to reason about likely outcomes and the trustworthiness

of the prediction and improve domain sense. As a result, we include an optional view that

shows details on the similar patients used in the Average Treatment Effect estimates (Fig. 6.9)

(T1.2, T1.4). The view shows feature summaries of each patient, as well as the average values

for the treated and untreated groups. Each patient is encoded as a single row of patients.

We show the tumor subsite and lymph nodes as heatmaps using the diagrams described in
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Figure 6.9: Similar patients view showing the row for average treatment group. Each row shows toxicities, lymph
node involvement, tumor subsite, staging, demographics, 4 year outcomes. Blue lines indicate the input features of
the current patient in the staging and baseline Kiviat diagrams.

Figure 6.10: Diagrams used for spatial features in the visualization. (Left) Dose-limiting toxicities. (Center) Lymph
node regional involvement. (Right) Primary tumor subsite. All regions not included in the diagram are considered
“Not Otherwise Specified”.

Section 6.4.2, as well as a diagram for and dose-limiting toxicity from the current treatment

(Fig. 6.10). Additionally, we show three Kiviat charts with distributions of the most relevant

features: diagnostic tumor staging (T-stage, N-stage, Overall Stage, and pathological grade),

important clinical features (HPV, smoking status, age, etc.), and patient outcomes at 4 years

(survival, local-regional control, distant control, aspiration, and feeding tube). The features

for the current patient for non-outcome features are overlaid on top of each patient in blue,

149



to support comparison between the groups and the current patient. This design was based

on prior work showing promising results for diagram based spatial encodings [343, 344],

and radial charts to encode clinical features [195, 201] when displaying similar patients for

clinicians, along with positive feedback from collaborators.

We use colored borders and labels to indicate which patients are in the treated and un-

treated groups. This view is included as it was found to be useful for clinicians that value

inspecting individual patients, or identifying confounders that may impact the recommenda-

tion of the neighbor-based predictions. However, since many clinicians said this functionality

was only a secondary concern, it is hidden by default.

6.4.6 Symptoms

Figure 6.11: Symptoms prediction for a patient. Dark green indicates average of patients that receive a selected
treatment, light green is average of patients that don’t receive treatment. Faint lines indicate trajectories of the
cohort patients used to make the prediction.

Finally, because several oncologists expressed a desire to see the effect of treatment on

long-term subclinical side effects, we include a KNN-based symptom progression model for

the patient (Fig. 6.11) (T1.5). Due to data constraints, this view only includes a neighbor-

based model, with no deep-learning based model as the cohorts were different and we were

unable to get a sufficiently accurate model. This view shows self reported symptom progres-

sion for 10 different symptoms for a period of 6 months after the start of radiation treatment.

Each similar patient is shown as a faint line, and group median values for treated and un-

150



treated groups are shown as bold lines. Symptoms are ordered by mean rating at the end

of the time-period, as clinicians are most interested in long-term side effects that are more

likely to be permanent.

6.5 Qualitative Evaluation

A quantitative evaluation of the models used in the system is included in the supplementary

materials. To further evaluate DITTO, we performed two case studies with two users: one

HNC clinician with 9 years of experience, 4 years of which were at the MD Anderson Cancer

center, along with one Data Mining researcher, to find out how oncologists interact with the

system. The case studies covered the evaluation of a single patient each and were performed

via Zoom meetings with desktop sharing. To assess how different model recommendations

might affect the users, we selected one patient that had both the neighbor-based and DT

model agree with the true patient recommendation (non-counterfactual) and a case where

the neighbor-based and DT disagreed with each other (counterfactual). The policy model

strategy was set to “Imitation” based on clinician preference. Qualitative feedback was

collected via a debriefing interview derived from the System Usability Scale [32] structure.

6.5.1 Typical Recommendation

Our first case study was taken from an example patient where both the neighbor-based and

Imitation policy model agreed with the clinical ground truth. Starting with the patient

input, the patient was notable for having a high T-stage (large primary tumor) and “Not

Otherwise Specified” tumor location, suggesting that the patient had a large, irregularly

positioned tumor, and being African American. The clinician then moved to the treatment

recommendation (Fig. 6.12-A) to confirm that the model recommendation lined up with the

similar patients in the cohort, where 100% of patients receive chemotherapy. Looking at the

feature importances for the policy model recommendation (T3.1), they noted that the most

prominent features are the LN spread, the patient’s race, the pathological grade, and the

T-staging. While this finding mostly lined up with clinical reasoning, the impact of race was
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Figure 6.12: First case study. (A) Feature importance and recommendation (truncated) showing that LN spread
and Race are the main predictors of the patient receiving CC. (B) Patient survival curves. Green lines show very
low survival for both treated (dark green) and untreated (light green) groups, but high survival from the DSM model
(purple). (C) Survival curves for the patient when their race is changed to “white/caucasian”. Similar patients have
much higher survival rates.

surprisingly high (+33% chance of CC).

In the survival outcomes (Fig. 6.12-B), they noted that there was a large discrepancy

between the predicted survival, and those reported by the cohort (T3.4): only 40% of similar

patients survived 2 years (T1.2), and none of the treated group survived 5 years despite a

predicted survival rating of 89% with high confidence (T1.1, T3.3). Interestingly, outcomes

were better in the untreated group. Looking at the similar patients, we could see higher T-

stage and pathological grade in the CC group, which may account for the difference, although

it was unclear if race also impacted this (T1.4).

Looking back at the issue of race, the group tested this patient by changing only their

race to “white/Caucasian”. Indeed, this changes both the predicted treatment from the

Deep Policy model (73% no cc), and the patient outcomes, with significantly higher rates of

predicted survival in the similar patients (Fig. 6.12-C) (T3.2). This led to a discussion on

the use of race in the model, where we discussed issues of bias and confirmed that, indeed,

race has an impact on physician treatment and patient outcomes, which requires further

study [231]. Interestingly, the clinician also tested the “optimal” policy model, which only

showed a minimal impact of race (< 1%) on the recommended treatment, which was no CC.

Notably, the optimal policy model listed the low pathological grade, tumor location, and
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AJCC stage as reasons to not give CC, while the LN spread is given as the primary reason

to give CC. Based on the predicted outcomes, we noticed a much higher risk of side-effects

(5.9% chance increase in feeding tube and 3.6% chance increase in Aspiration), with non-

significantly higher predicted chance of tumor response or control, which led to the no-CC

recommendation (T2.2, T2.3), as well as slightly higher incidence of severe symptoms in the

symptom plot for the CC group (T1.5).

6.5.2 Counterfactual Recommendation

Figure 6.13: Second case study. (A) Average of treated and untreated groups. Treated patients have lower LN
spread and staging, and higher survival rates, which is counter-intuitive. (B) Feature attributions for ipsilateral LN
levels II (top) vs levels II-IV (bottom), where dark red encodes higher likelihood of receiving CC. Changing the
patient to have LN level IV involvement significantly increases confidence that the patient should receive CC.

In this second case study, we examined a patient where the Deep Policy Model predicted

no CC, while the most similar patients all received CC. In this case, the group noticed that

patients had relatively low staging and low smoking, which the clinician confirmed lined up

with the patient not needing CC in most cases (T1.3). They speculated the difference may

be due to physician preference or other factors, such as features not accounted into the model

but present in the lab notes (e.g., the patient having only one kidney). Additionally, they

noted that in this case, the existing guidelines cite smoking and Lymph node levels as the

main causal factors. We can see in the input LN diagram that the patient had LN levels II

effects (Fig. 6.13-B, left), the most common levels, which have an impact on an increased

chance of CC.

Noting in the outcome panel that there is a relatively high chance of survival for both
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groups given the low risk (T1.1, T1.2), and similar risk profile for treated and untreated

groups (T2.2), the clinician moved to the similar patient panel. Notably, both treated and

untreated groups had similar characteristics, but the untreated group actually had more

nodal extension to level 3, higher staging, a higher average smoking rate, and lower survival

and tumor control after 4 years (Fig. 6.13-A) (T1.4). They noted that this may confirm that

the difference in the cohort treatment may be due to the physician or other factors.

Moving to the input panel, the clinician tested the impact of the two changes given by the

physician: lymph node extension to level IV, and smoking > 20 pack-years, and confirmed

that with these changes the model indeed changed to predict CC (52% chance), and that

LN level IV was a major factor in the change in treatment (Fig. 6.13-B) (T3.1).

6.5.3 Qualitative Feedback

Feedback from HNC clinicians at the MD Anderson Cancer Center was very positive, stating

that the system was “really attractive” and “amazing”. When asked about their favorite

features of the interface, multiple participants stated that they liked the views of similar

patients, as well as symptom progression in the auxiliary panels. They also felt that many

clinicians would be more interested in just the outcomes in the center. In response to this

feedback, we turned the additional panels into a separate on-demand view. The participants

also found the feature attributions interesting, saying “I also like the neighborhood panel

and the multiple outcomes together”. Some were particularly interested in the lymph node

involvement levels for similar patients, as well as how this relates to feature importance in the

policy model. They were also able to identify possible sources of data bias in the predictions

by looking at the treated and untreated groups. When asked about the usefulness of the

simplified three-decision model, the most senior clinician commented that “The 3 decision

points are critical decision points, aligned with the standard of care. We could get more

granular, but it’s a great start.”
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6.6 Discussion

Our results show that DITTO is an effective tool for treatment planning for HNC clinicians

using a novel Digital Twin system. Clinician feedback was very positive, with a variety

of “favorite” components and background, suggesting that DITTO can handle a variety of

patient treatment goals. Additionally, while we had initial concern that the use of two model

outputs would prove confusing, our case studies show that investigating model discrepancies

indeed leads to interesting discussion into how patients should be treated and how physician

preference or uncounted variables may impact certain recommendations.

6.6.1 Design Lessons

A majority of explainable ML work has focused on visualizations meant for model builders

or clinical researchers to use in research context, while most clinician-facing systems focus

on relatively simple models [62, 184, 319]. In this regard, this system is a novel attempt to

deliver the results of a complex Digital Twin system to clinical end users. In particular, this

work focused on two challenges: delivering many potential results to clinicians in a way that

allows them in a way that is relatively accessible, and to find a way to balance encouraging

oncologists to use the system while not overly relying on potentially incorrect predictions.

We list here the specific design insights we’ve developed during this participatory design

process.

L1. Use visual scaffolding. Our users were clinicians who had experience with risk model-

ing visualization. We found our best results by scaffolding, such as relying on temporal plots

and spatial anatomical diagrams. Previous attempts at novel encodings such as histograms

or unique glyphs were less successful with wider audiences.

L2. Account for different information-seeking needs. We found in our interviews and

literature reviews that the degree of information seeking behavior, as well as attitudes to-

wards different models, varied greatly between clinicians. For example, we found that some

users were completely uninterested in seeing similar patients or a scatterplot of the training
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cohort, while others listed the similar patients as their “favorite” part of the system and were

able to identify potential confounder bias by looking at the similar patients. We also found

that many users were primarily interested in seeing only the recommended treatment and

time-to-survival, so this information could be communicated to patients, and felt additional

features were distracting in the interface. As a result, we altered our design to afford these

additional features in secondary tabs, and allowed for resizing of the different parts of the

interface, while highlighting only the survival plots by default.

L3. Provide access to multiple models, and cues such as counterfactuals and confidence

intervals to balance user expectations of the model. In using our system, we found that

clinicians have a tendency to either fully trust or distrust a model in the absence of additional

cues, and expressed a desire for “honesty” in terms of model confidence. To encourage users

to “think slowly” [144,148] about the model predictions, we relied on multiple cues: showing

different model predictions side-by-side, using model confidence intervals when available, and

placing the feature attribution plot prominently in the visualization. Still, there is necessarily

a design tradeoff between interface simplicity, user acceptance of the model, and the number

of additional cues. While many lay-users may prefer only being given a single prediction,

we consider this a questionable design tradeoff with respect to XAI. As a result, we initially

show users all model predictions, with the option to toggle off information.

6.6.2 Limitations and Future Work

In terms of limitations, our current models are limited by data availability and model perfor-

mance. Our dataset requires modeling 19 different outcomes and transition state variables

while relying on less than 600 patients from a single institution with limited demographic

diversity. Furthermore, a more granular digital twin system could consider multiple rounds

and dosages of chemotherapy and surgery. Our available dataset is also specific to oropharyn-

geal HNC patients. In terms of our interface, we focus on a limited group of HNC clinicians,

a few of whom may have above-average visual literacy and information seeking behavior.

Our imitation learning model inherits existing treatment biases, and diversity shortcom-
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ings in the training data. While the initial goal of the system is to reveal these biases as

shown in our case studies, there is the potential for users to interpret these explanations

as justification for biased reasoning when over-trusting the system. Regardless, this bias

should not be reflected in the risk prediction or optimal model, which should theoretically

contradict the treatment recommendation in such a case.

In terms of generalizability, the general approach can be applied to any similar treatment

sequence that can be simplified into discrete decision stages, and a majority of our visu-

alization system is domain-agnostic, except for the tumor subsite and lymph node spread

diagrams. Regarding visualizations, our algorithms for uncertainty, feature attribution, and

similarity are specific to deep learning classification, but these values can be obtained more

generally through bootstrapping, Shapley values, and appropriate distance metrics, respec-

tively, and can be visualized in the same way.

6.7 Conclusion

In conclusion, we have implemented a visual clinical decision support system based on a

temporal deep-reinforcement learning model that is capable of simulating patient treatment

outcomes. To our knowledge, this is one of the few attempts at an explainable AI focused

interface for clinical users, as well as one of the first attempts at a visual interface to ex-

plore a dual digital twin system in a healthcare setting. Through our participatory design,

we highlight several findings with a focus on balancing information density, usability, and

encouraging appropriate trust for a variety of of end users. In our future work, we hope to

evaluate this interface on a large range of clinical end users in practice, as well as extend our

work to even more detailed decision-making that can consider more patient quality-of-life

measures.

6.8 Chapter Conclusion

This chapter focuses on moving the target of explainable spatial models from model builders

to domain subject-matter experts, which is a challenging and under-explored field of explain-
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able ML. Particularly, we deal with the challenges of capturing appropriate trust, as well

as communicating the results of several spatial-temporal modeling results to clinicians with

varying requirements and levels of familiarity and trust with ML related systems. The work

presented in this paper is part of an ongoing evaluation as the system and model are actively

being deployed in practice to gather long-term feedback, which is an interesting avenue of

future research.
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Chapter 7

Discussion and Conclusion

7.1 Discussion

This dissertation details visual computing strategies for Visual Computer + Spatial Machine

Learning applications, including task abstraction, model development, encoding design, and

deployment of spatial VC+ML systems for several real-world applications. The approaches

in my work aim to combine established research in machine learning, data visualization, and

human-computer interaction by taking a user- and activity-centric approach to designing

both the model and the interface used to explore and explain the models.

Returning to the sub-challenges, this dissertation seeks to address each of these issues:

Domain Characterization: In Chapter 2 I introduce the role of spatial tumor distri-

butions and spatial anatomy radiation treatment planning. Chapters 4, 5 and 6 I further

the role that both these anatomical tumor and radiation dose distributions have on patient

outcomes. Chapter 3 discusses the role that geospatial data has in social science applications

when attempting to identify the role of location on polarized political issues.

Design of Spatial ML models and Measuring Spatial Similarity: In Chapter 2

I introduce a k-nearest-neighbors model that uses a localized spatial topological similarity.

In Chapters 4 and 5 I extend the concept of spatial similarity to develop clustering mod-

els with anatomical spatial inputs through a mixture of different methods, and emphasize

the importance of incorporating visual steering and integrating domain knowledge into the

feature selection process. In Chapter 3 I discuss generalized and linear regression models

that incorporate socio-economic data about different regions in order to find associations
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between users and political sentiment. Finally, in Chapter 6 I detail deep learning based re-

inforcement learning, classification, and deep survival models that incorporate the location

and secondary spread of patient tumor location, as well as size through the use of diagnostic

staging information.

Visual Encodings and Explanations of Spatial Models: In this work I detail a

number of visual strategies for visually encoding spatial data. For example, stylized radiation

plots Fig. 2.3 can be used to show simplified 3-dimensional distributions. When showing

anatomical information where preserving depth and size is less important, 2-dimensional

mappings of 3-d data can be useful for showing important information while highlighting

smaller regions such as in Fig. 5.4. We can also use color gradients within heatmaps to show

intra-organ distributions as shown in Fig. 4.7. When working with clinicians, many clients

benefit from showing spatial visualizations of individual patients for case based reasoning,

such as in Chapter 2 or Chapter 6. Finally, we can rely on combining these spatial encodings

with standard feature attribution methods such as integrated gradients [293] in Chapter 6.

In addition, this work highlights some important findings for emphasizing encodings that

cue users to the efficacy of individual model predictions, such as the multiple cues discussed

in Chapter 6, i.e. using multiple models, flagging inputs that are outliers in the dataset using

histogram distance metrics, including confidence intervals, and showing feature attributions

to identify sources of bias or incorrect correlations in the model.

Measuring the impact of human-centered spatial ML systems: In this document

I detail a number of different approaches for evaluating these systems in contexts where

traditional empirical studies are not appropriate due to the novelty of the problems being

addressed and the small target audiences. Particularly, we rely on qualitative and quantita-

tive feedback and findings from clients through user questionnaires, case studies, interviews,

and user workshops. In the case of visual steering systems focused on model building, we can

also measure the value in terms of model improvement beyond models built using traditional

methods. Finally, we mention the value of these systems in enabling insights that result in
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publishable studies in the application domain such as in [346,349,350].

Overall, this work introduces several key concepts that are important when designing

for spatial-temporal VC+ML in collaborative settings. First, the design of VC+ML systems

needs to incorporate user needs into both the model itself, the explanations, and the interface

used to interact with the model. These are often treated as separate concepts, which greatly

limits the usability of many models in real settings. In our work, we show this through the

use of k-nearest-neighbor models which allow us to show patients to clinicians and obtain

contextual information that may be missing from the models, as well as the use of clustering

that maps to the clinicians’ experience using patient staging, which enables them to reason

about a simplified “spatial risk” in addition to other information when making decisions.

Second, model explanation strategies need to map to existing user activities, and may be

very specific to the domain application. This ties in with the proposed concept of “explana-

tion scaffolding” in chapter 5, where explanations are usually grounded in existing domain

knowledge. When designing these strategies, special considerations need to be taken for

collaborative projects and users with more varied backgrounds, such as when working with

clinicians, where we employed 2-dimensional heat maps to show intra-cluster distributions

of spatial anatomical data, and rule mining tools to map these high risk groups to concepts

similar to the thresholds used by radiologists. This can partially be handled by relying ei-

ther on communication between expert groups during collaborative use of the system, or

including a mixture of different explanations on-demand, as is done in chapter 7. However,

these approaches come with trade-offs, as it introduces scope-creep into the design that may

result in unmanageable visual complexity.

Third, incorporating domain knowledge into spatial models is a difficult task that often

requires collaboration between users with domain knowledge and interfaces that are aug-

mented with data mining and exploration systems, and incorporating pre-defined rules is

often insufficient when exploring models. When relying on cohort based methods such as

with KNN and clustering models, some of this issue is handled by ensuring that bounds of
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the data are always seen in the cohort. However, in more complex situations such as fea-

ture selection, identifying causally-linked features and outcomes becomes more difficult, and

thus this process benefits from collaborative visualization approaches in order to come to

a mutual agreement on what results make sense from a data-centered and domain-centered

perspective.

Finally, when developing models that are used in practice, it is important to be able to

balance different qualitative and quantitative features to optimize for, rather than relying on

a single metric. This generally requires human-in-the-loop interaction during the building

process, along with visualizations to grasp the various important aspects of the model. For

our work, we have explored models that in particular are designed to support Transparency,

Actionability, Domain Sense, model Plausibility, and Trust, in addition to standard per-

formance metrics. Specifically, we have discussed important considerations for all of these

dimensions:

• Transparency requires that we specifically have to prioritize models that allow for

introspection, which often may come into direct competition with model performance

when considering, for example, a KNN and Deep learning models.

• Actionability requires carefully considering what we are predicting, and what we want

to optimize when training the model. For example, looking purely at a single metric

may be insufficient for clinical applications, where high recall may be a priority over

high precision in a model that attempts to detect high risk patients.

• Domain Sense requires ensuring that the model and the visualizations can be scaf-

folded onto existing knowledge for the domain expert clients. This is particularly impor-

tant for decision support tools, where we have to carefully ensure that the underlying

logic of the model is reasonable to our clients.

• Plausibility requires a careful balance of features and outputs so that the underlying

logic of the system is valid according to our end users. This ties into both Domain Sense
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and Transparency, but also often requires input from model builders to understand what

is being implied through our statistical insights.

• Appropriate Trust, which we define as when the client has an accurate mental model

of the reliability of an individual model prediction, is an important aspect of how model

clients interact with our models. Because of the high complexity and high risk of er-

roneous conclusions in many of the spatial models discussed in this work, we need to

ensure that our models are persuasive, while identifying cues that can flag when a pre-

diction might be wrong. In Chapter 4 and Chapter 5, we mention trust in terms of

communicating model behavior and showing underlying model behavior in a way that

allows clients to verify that the underlying logic of the system maps to their knowledge

of the world, such as the function of different organs and their relationship to patient

outcomes. We explore this in most detail in Chapter 6, where we propose a number

of additional strategies: showing multiple model outcomes that rely on different un-

derlying strategies, and showing confidence intervals generated through bootstrapping

when showing predicted outcomes. Additionally, we incorporate outlier detection via

Mahalanobis distance to flag when the input to the model may be too different from

the training data for the model to have an accurate prediction.

In terms of limitations, the work described here generally relies on domain-specific designs.

Despite this approach, we have distilled generalizable design lessons for visual computing

applications. Additionally, since the work is largely targeted toward domain experts working

on novel problems, our designs are focused on utility over general usability. Comprehensive

empirical evaluations of the design choices for broad audiences are beyond the scope of this

dissertation. Additionally, our datasets and evaluations are demographically limited, as our

data and clients are limited to certain English-speaking demographics within the United

States, and thus design choices such as choice of baseline visual literacy, semantic color

associations, and treatment options may differ when applied to different areas. Finally, in

terms of spatiality, all of our work focuses on data that can be aggregated within geometric
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regions, such as discrete organ volumes, and thus additional considerations would need to

be accounted for when applying any of these methods to continuous field data.

Potential future work could include further work in validating explainable decision support

systems in the field. This work has explored the preliminary stages and formative feedback,

but work in gathering results from a wider audience with repeated interactions with the sys-

tem are ongoing. Additional extensions beyond this dissertation may include visualizations

that examine patient outcomes at a more granular level. For example, extending the spatial

work to consider voxel-level distributions of radiation dosage within organs for identifying

outcomes, where convolutional networks could be used alongside human guidance to train

meaningful embeddings of patient distributions. Additionally, our collaborators have been

working on obtaining more granular information on treatment regimes and patient symp-

toms, which could be used to support more specific treatment planning while considering

the quality of life for patients beyond survival and hospitalization.

In conclusion, the design of useful explainable models is a developing topic that is only nar-

rowly explored, despite a recent boom in interest among certain academic circles. This thesis

focuses on how we can incorporate XAI approaches alongside human-computer-interaction

design to create better, more useful machine models by incorporating spatial-temporal trends

and domain knowledge. However, it is clear that overall, the needs of VC+ML systems re-

quire domain-specificity. While this work is limited to two general domains: Head and Neck

Cancer and social media analysis, there is a wealth of other areas and models that need to

be considered in the future.
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8.1 Appendix A: Chapter 3 (MOTIV) detailed user feedback

Qualitative Feedback

User Questionnaire
Likert scale (1-5) questions:

1. Considering the MOTIV interface, how useful is the Moral Frame Summarization panel,
indicated by (A) above? (e.g., did it help you tell which MFs were most common?
Whether most tweets were in favor of or against SAH? etc.)

2. Considering the MOTIV interface above, how useful is the Inference (Regression Plots)
Panel (B)? (e.g., did it help verify what features were correlated, like Mask Usage and
Care?)

3. Considering the MOTIV interface above, how useful is the Tweet Timeline panel (C)?
(e.g., did it help you identify the most popular tweets? did it help you identify spikes in
the # of tweets? etc.)

4. Considering the MOTIV interface above, how useful is the Map Panel (D)? (e.g., did it
help you see the spatial distribution of tweets for a specific frame?)

5. Considering the MOTIV interface above, how useful was the fact that the different panels
were coordinated via interaction and color? (e.g., did it help you connect when forSAH
tweets were most present and where they were coming from?)

6. (T1) How useful was the system for identifying the most popular frames? (e.g., did it help
you see Care was popular?)

7. (T2) How useful was the system for identifying relevant/present tweet features? (e.g., did
it help you see that vividness was not particularly present? could you tell there was a mix
of sentiments?)

8. (T3) How useful was the system for identifying geo-political or demographic trends?
(e.g., did it help you see most of the tweets in the corpus were in urban areas?)

9. (T4) How useful was the system for identifying trends over time? (e.g., did it help you
see there were several spikes in the timeline, and when?)

In what ways was MOTIV helpful to you? Check as many boxes as you wish (Yes/No):
● Helped me understand the corpus we were collecting/generating.
● Helped me understand which tweet features were present and which were not (e.g.,

vividness, virality).
● Helped me understand the moral frame distribution across the corpus.
● Helped me understand the temporal distribution of the tweets.
● Helped me understand the geographical distribution of tweets.
● Helped me understand the political context of the moral frame distribution.
● Helped me correlate the tweet sentiment with the COVID-19 cases over time.
● Helped me verify hypotheses about meaningful relationships in the data.

Open-ended:
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● Any suggestions for further improvement?
● Any other feedback?

Questionnaire Results

Likert Scale Questions

User
Question
1

Question
2

Question
3

Question
4

Question
5

Question
6

Question
7

Question
8

Question
9

P1 (NLP) 3 4 2 5 5 3 4 4 4

P2 (CI) 5 5 5 5 5 5 5 5 5

P3 (CI) 5 5 5 5 5 5 5 5 5

P4 (NLP) 5 5 4 4 5 5 4 5 5

P5
(Comm) 4 4 3 4 4 4 4 3 4

P6 (NLP) 5 3 4 5 4 5 4 5 5

P7
(Comm) 5 4 3 5 4 5 4 5 5

User
In what ways was MOTIV helpful to you? Check
as many boxes as you wish.

P1 (NLP)

Helped me understand the corpus we were
collecting/generating, Helped me understand
which tweet features were present and which not
(e.g., vividness, virality), Helped me understand
the moral frame distribution across the corpus,
Helped me understand the temporal distribution
of the tweets, Helped me understand the
geographical distribution of the tweets, Helped
me understand the political context of the moral
frame distribution
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P2 (CI)

Helped me understand the corpus we were
collecting/generating, Helped me understand
which tweet features were present and which not
(e.g., vividness, virality), Helped me understand
the moral frame distribution across the corpus,
Helped me understand the temporal distribution
of the tweets, Helped me correlate the tweet
sentiment with the Corona cases over time,
Helped me understand the geographical
distribution of the tweets, Helped me understand
the political context of the moral frame
distribution, Helped me verify hypotheses about
meaningful relationships in the data

P3 (CI)

Helped me understand the corpus we were
collecting/generating, Helped me understand
which tweet features were present and which not
(e.g., vividness, virality), Helped me understand
the moral frame distribution across the corpus,
Helped me understand the temporal distribution
of the tweets, Helped me understand the
geographical distribution of the tweets, Helped
me understand the political context of the moral
frame distribution, Helped me verify hypotheses
about meaningful relationships in the data

P4 (NLP)

Helped me understand the moral frame
distribution across the corpus, Helped me
understand the temporal distribution of the
tweets, Helped me correlate the tweet sentiment
with the Corona cases over time, Helped me
understand the geographical distribution of the
tweets, Helped me understand the political
context of the moral frame distribution, Helped
me verify hypotheses about meaningful
relationships in the data

P5 (Comm)

Helped me understand the corpus we were
collecting/generating, Helped me understand
which tweet features were present and which not
(e.g., vividness, virality), Helped me understand
the moral frame distribution across the corpus,
Helped me understand the temporal distribution
of the tweets, Helped me correlate the tweet
sentiment with the Corona cases over time,
Helped me verify hypotheses about meaningful
relationships in the data

P6 (NLP)
Helped me understand which tweet features
were present and which not (e.g., vividness,
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virality), Helped me understand the moral frame
distribution across the corpus, Helped me
understand the temporal distribution of the
tweets, Helped me correlate the tweet sentiment
with the Corona cases over time, Helped me
understand the geographical distribution of the
tweets, Helped me understand the political
context of the moral frame distribution, Helped
me verify hypotheses about meaningful
relationships in the data

P7 (Comm)

Helped me understand the corpus we were
collecting/generating, Helped me understand the
moral frame distribution across the corpus,
Helped me understand the temporal distribution
of the tweets, Helped me correlate the tweet
sentiment with the Corona cases over time,
Helped me understand the political context of the
moral frame distribution, Helped me verify
hypotheses about meaningful relationships in the
data
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Any suggestions for further improvement?
● In panel B, it was not clear what are x-axis and y-axis. On top of the plot, you mentioned

Covid cases vs Care. Does the y-axis show Care? If so, what does this number show
about Care?

● [The map] was the most difficult to decipher, in my opinion. I'm not sure what exactly
would make the map a little easier on the eyes. Perhaps some additional or clearer
labelling in the key, to denote what the difference in the colors or patterns are, as well as
what the difference in size or shape of the dots on the map mean. I do like that when you
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hover on the dots, it gives you the specific information like the number of tweets and the
demographic percentage.

● I think I would have been quite lost without specific examples of how the graphics would
be useful (ie the "e.g." portion like "Considering the MOTIV interface above, how useful
is the Map Panel (D)? (e.g., did it help you see the spatial distribution of tweets for a
specific frame?))

Any other feedback
● The visualizations of the dataset are very helpful. However, the content of the interface is

dense and one can miss some important parameters (For example, in the Timeline panel
I did not notice the average sentiments visualization initially)

● This is some excellent work and generates great insights from the data
● n/a
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8.2 Appendix B: Chapter 3 (MOTIV) extended case studies

Case Studies
Here we include additional case studies using our system, as well as our original case studies
with additional figures, which were removed from the main paper due to space constraints.

SAH Attitudes (Extended)
This exploratory case study focused on an analysis of Moral Frames as expressed in microblog
data related to Stay at Home (SAH) orders in the U.S. Our collaborators were interested in
which frames were dominant in the microblog data, and their vividness, popularity, sentiment,
what temporal trends they followed, and the surrounding socioeconomic context around the
tweets expressing each frame.

The investigation started by inspecting the distribution of the features in the data to assess for
issues and biases in the data collection and labeling [WF 0]. Looking at the moral frame
summary view, we noticed that there was a low number of viral tweets with 100+ tweets, as well
as few tweets that were considered “vivid” - tweets that reference personal stories. We found
that few frames had more than 15% vivid tweets, the highest being injustice with 6 out of 25
tweets being vivid. Investigating the inference view, we found a non-significant positive
correlation (p > .5) between vividness and retweet count. When investigating the distribution of
tweets, we found that a majority of tweets across most frames were localized to larger cities
such as LA, Chicago, and regions around Houston, New York City, and Florida. Few tweets
originated from rural areas, suggesting that future work should focus on getting a more
comprehensive range of tweets from more diverse areas.

174



We then shifted our focus to analyzing the dominant moral frames. This investigation started by
looking at the Moral Frame overview, by sorting the most popular frames [WF 1]. It became
apparent that Care and Harm are the most popular frames expressed in Stay at Home tweets,
and that they are both, surprisingly, predominantly in support of SAH orders. The
communications experts noted that Care and Harm are complementary frames that form the
virtue and vice around a single Moral Frame, respectively, so this finding was intriguing. The
group then noted that all “virtues” such as Care were correlated with higher sentiment than all
“vices", such as Harm [WF 1].

The group was then extremely surprised to note that, aside from Freedom and Oppression,
most other frames were also in support of SAH orders [WF 1]. These other frames were being
expressed predominantly in democratic counties—even frames typically associated with
conservative views, like Loyalty and Betrayal. They were further surprised to notice, by
interacting with the Summarization panel, the relatively low popularity of the tweets and a
general lack of vividness [WF 1]. Upon inspecting the timeline view, the group was able to
confirm that most tweets are in support of SAH (predominantly above the centerline), and most
tweets have low popularity (short tiles). In addition, they noted a correlation with increasing
COVID-19 case numbers (redder tile shade), and overall more negative sentiment (more gray
and black in the sentiment bar) as the pandemic evolves. By further examining individual
tweets, they were able to determine that the few viral tweets were, as expected, also vivid (e.g.,
\emph{"Protesters attacking governors for stay at home orders. Claim it infringes upon their
rights. Know what else infringes upon your rights? DEATH."}). Several other popular tweets
reflected counter-intuitive information (e.g., the news that most of the NYC new COVID-19
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cases were people following SAH orders), influencer (e.g., Elon Musk) SAH tweets, or, again,
vivid pleas from overwhelmed nurses and doctors working in intensive care units [WF 1].

A visual computing researcher then noticed in the Timeline panel several spikes in the number
of SAH tweets on March 31st, May 2nd, and July 28th, and a significant and surprising drop
around May 28th [WF 1]. This sparked a vivid discussion involving the county map.
Communications experts inferred that the peaks corresponded to the beginning and end of
several regional lockdowns, whereas the drop corresponded to the onset of social unrest related
to the George Floyd events and Black Lives Matter (BLM) movement in the US [WF 1].

Based on the same Timeline panel, the group noticed the first wave of anti-quarantine tweets
[WF 1], which, upon inspection in the Geospatial panel, appear to originate in counties with
lower COVID-19 rates [WF 1]. Brushing the area around Los Angeles in the county map, we
noticed suburban counties had a higher Harm/Care tweet ratio [WF 1]. The most senior
communications expert hypothesized that tweets about Care originate mostly from large cities,
whereas Harm is more evenly distributed about different suburban or rural populations [WF 1].
The group tested this hypothesis in the inference plot by showing the relationship between the
population and each frame in the Inference panel [WF 2]. Comparing both frames, the group
found that Harm is indeed more prevalent in lower-population counties than Care [WF 2].
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The group concluded that the microblog discourse was generally in favor of SAH orders, with
increasing negative sentiment as pandemic fatigue set in. Although Care was predominant,
most of the other frames expressed were also overall in support of SAH, with several interesting
anomalies. They also noted the data was biased toward urban areas.
Near the end of May, the BLM rhetoric had nearly supplanted the SAH discourse, despite
pandemic fatigue and an expectation of increasing conservative views. They concluded that the
public policy messaging which had targeted Care-for-others had been overall effective [WF 2].
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Political Association of SAH and Moral Frames

This case study examined how regional politics may affect moral stance and SAH discourse.
Previous research has suggested that Care, Harm, and Fairness are more strongly valued by
liberals. To test this hypothesis, the group started by sorting the Moral Frames in the
Summarization panel by the percentage of tweets from Democratic counties [WF 1].
Unintuitively, the Betrayal frame rose to the top.
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Closer inspection via filtering the Timeline panel [WF 1] revealed that all the tweets with the
Betrayal frame rise close to the end of the timeline, right after the George Floyd protests in May,
thus explaining the Democratic lean [WF 2]. The social scientists found it interesting that
Betrayal (a moral judgment) did not seem in this case to carry Anger (an emotion), at least
based on the viral spread: “Anger is a typical driver of viral spread, and we don't see that here.
[...] Were people upset about the BLM demonstrators breaking lockdowns?”, and then after a
back-and-forth with the Timeline panel:“Yeah, there's no correlation between Sentiment and
Retweets. Interesting.” The social scientists theorized then that the Betrayal frame was
associated with tweets in major cities, which were known to be Democratic, around the time
when lockdowns were being lifted [WF 1].

The group sought to confirm this theory by looking at the Inference panel, where they were
surprised to see that net democratic votes and population are not correlated with tweets
expressing Betrayal, but COVID-19 rates are [WF 2]. This finding suggested that these tweets
may be a reaction to local policies after COVID-19 spikes. This observation led the group to
inspect the map of net democratic votes vs. Betrayal tweets, where they saw hotspots in cities in
Texas and Florida, as well as Democratic states that lifted lockdowns at this time. This suggests
that Betrayal is expressed in overall democratic cities (blue) that are located within states that
had less strict SAH orders (red), which was indeed a prominent issue in conservative states like
Florida and Texas at the time [WF 2].
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By examining the Inference panel for democratic votes vs. Betrayal, the most senior social
scientist noticed a dip in the plot (“Huh. There's a dip in Betrayal.“), then moved to the geomap,
where they inspected abnormal glyphs, to see which correlated with the dip in the Inference
panel. “It's Chicago [shows the dotted line lining up with the dip]. There are no tweets about
Betrayal in Chicago... Betrayal is about Loyalty, and it's typically associated with Conservative
sentiment. Chicago is not conservative, so the dip makes sense? [...] When we look at LA,
which is also blue and democratic, well, they reopened in June 2020 and relaxed some rules,
and people were not happy.” We then theorized that the variance in betrayal response may be
due to differences in quarantine policies at the beginning of June [WF 2].

During a quick back and forth between the overview and the timeline, the group examined other
frames: “Look at Freedom—the mood tanks later in time. People must be tired of the
pandemic.“; “Purity and Degradation, it's really surprising how they don't work in concert. Purity
tends to be more about religion, and Degradation shows more negative sentiment, maybe that's
why” [WF 2]. “Loyalty and Authority have similar patterns. But Authority is mostly at the start of
the pandemic. Loyalty is expressed more after George Floyd. Interesting.”

Returning to the Freedom frame, the group then focused on the Inference panel, where they
examined the relationships between mask usage and Freedom, and found that mask usage was
significantly lower in areas that tweeted about Freedom. Exploring other Moral Frames, they
noticed that this was unique to the Freedom frame, and mask usage was instead positively
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correlated with Care. “Freedom is a controversial frame, it's more Libertarian than Republican.
Libertarians believe in individual freedom, so they are not as opposed to abortion, yet are
vaccine-opposed. They occupy a different political space than Democrats and Republicans,
they just behave differently. [...] That's a good point. I think you're onto something here.”

With a back and forth with the Summarization panel and the Geo-map. “It's strange, Freedom
correlates with whites, but not republicans. I did not expect that.” After further discussion of the
political spectrum, the group concluded that finer differentiation between Libertarians and the
two dominant parties would be useful [WF 2].
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The case study concluded that Moral Frames typically associated with conservative values
were, in the case of SAH orders, still expressed in democratic areas. In other cases, the group
concluded that finer political differentiation between traditional conservatives and Libertarians
associated with the republican party in the US was needed. These findings reinforce the value
of public policy SAH messaging targeting preferentially a more positive frame like Care.
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Black Lives Matter (Extended)

This case study uses a subset of the Moral Foundations Twitter corpus to compare tweets
associated with the #BlackLivesMatter (BLM) movement and the #AllLivesMatter (ALM)
movement between 2014 and 2016. The #BlackLivesMatter movement is a social movement
that gained widespread popularity in 2014 in response to the disproportionate violence against
African Americans, particularly by the police. The #AllLivesMatter movement, among other
movements, arose as a critical response to the BLM movement. Both movements have become
central to political discussions in the United States around issues such as police protections and
criminal justice reforms and played a role in the 2016 presidential election. Understanding the
Moral Framework behind both movements can give insight into the driving forces behind these
political movements.

We consider tweets that contain more hashtags connected to BLM to be in support, while tweets
that contain more hashtags related to the ALM movement are opposed. Tweets that contained
an equal number of hashtags related to each movement were excluded. Vividness was
annotated using a convolutional neural network that was trained on tweets from the
hand-annotated stay-at-home tweet corpus. In total, we identified 1051 tweets in support of the
BLM movement and 854 tweets in support of the ALM movement.

We started our investigation by looking at the Frame Summary View and sorting Moral Frames
by political party [WF 1]. We could see that the frames most strongly associated with democratic
areas are Loyalty, Fairness, and Injustice. In contrast, Betrayal and Degradation are most often
associated with more negative sentiment and republican areas [WF 1].
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We also note that despite being relatively balanced politically, a majority of tweets that express
Care are in support of ALM, which is unexpected given that prior literature suggests that Care is
more strongly associated with political liberals, as is the BLM movement.

One researcher mentioned that the the literature points towards Injustice/Fairness being
strongly associated with political liberals, but we did expect that Loyalty would be strongly
correlated with pro-BLM tweets since it is a “Binding Frame”, and decided to explore further by
viewing pro-Loyalty tweets in the timeline view [WF 1]. We can see 4 major spikes in activity, 3
of which are predominantly for BLM and from relatively democratic areas, while one is for ALM
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with a higher percentage of Republican areas. Investigating the popular tweets from these time
periods revealed the context behind these tweets: they are all tweets expressing solidarity for
major protests: The Ferguson Protests, the 2015 Baltimore Protests, the 2015 Mizzou Protests,
and the 2016 Dallas Protests in which 5 police officers were murdered [WF 2].

Looking at the Inference view, we theorize that Loyalty may be more related to race than
political party [WF 1]. Comparing both political party and race, we see that political association
with Loyalty and Fairness are largely accounted for by the portion of Black/Hispanic individuals.
In contrast, appeals to Authority and Betrayal are more strongly associated with regions that are
predominantly republican [WF 2].

Given the association between Care, political liberals, and SAH attitudes in our prior case
studies, one researcher expressed interest in the fact that Care was not related to pro-BLM
tweets “Care shows up in Republican areas, that’s strange”. In the timeline, we see small spikes
in activity around the Ferguson, Baltimore, and Dallas Protests. However, a visual computing
researcher quickly noticed a large spike in tweets around the Dallas protest that are for ALM
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“Oh, I see… Cops were killed in the protest. These people care for the cops (“blue lives”) who
were killed.” [WF 2]. We also find that despite Care being associated with positive sentiment in
the Covid dataset, a large number of Care tweets express negative sentiment in the BLM
dataset. By inspecting popular tweets, researchers noted that this may be a result of a large
number of tweets discussing care in terms of reduction of harm, e.g. “Rip to anyone killed from
other people’s ignorance…”, while most tweets with positive language are limited to solidarity
with protestors.

Comparing these findings to mask usage during the pandemic, we see Care in the BLM dataset
is not correlated with mask usage during COVID-19: “Care and Mask Use are [not] correlated.
That is counter-intuitive”, despite a strong association between Care and mask use in the SAH
dataset [WF 1]. Our collaborators theorized that this may reflect a shift in moral sentiment in
partially republican areas between 2016 and after the 2020 pandemic, and a shift in priorities of
the GOP rhetoric towards more Libertarian Rhetoric and away from care [WF 2].
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8.3 Appendix C: Chapter 3 (MOTIV) Prototypes

Prototype Designs

Temporal Designs
These temporal designs are alternatives that were explored while doing analysis with a larger
set of tweets that did not contain geolocation information. These focus on scalability at the cost
of allowing for interactive analysis of individual text or covid rates.

Steamgraph
This design was an early attempt to explore aggregated ways of visualizing the larger set of
frames over time. This example is a streamgraph using a larger dataset of ~100,000 tweets that
did not include geospatial information. Frames are ordered such that the frames with the most
tweets are located closer to the center axis.

189



Small Multiples
This encoding was a design used during the analysis of a larger dataset of non-geotagged
tweets. We used small multiples to encode trends in tweet popularity over time. The color of
each slice encodes the weighted average sentiment of all tweets within the time period. Overall
cases are shown at the bottom. This encoding is useful for identifying periods of relative
increased activity for individual frames. Time periods of note were explored offline by
investigating popular tweets with a specific frame and stance during those time periods.
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Aggregated Tweet Timeline
This encoding shows overall tweets of all frames. In this example, we manually noted the
beginning and end of different prominent lockdowns, in an attempt to correlate changes in
activity to different events. Time periods of note were explored offline by investigating popular
tweets during those time periods.

Geospatial Encodings
During the data foraging process, we investigated different ways of visualizing multiple
demographic features for each county, as well as visualizing the distribution of tweets that were
being collected. These are earlier approaches that we tested before using our final glyph-based
map encoding.

Choropleth Texture Map
An earlier approach to encoding multiple values was encoding two variables as alternating
stripes, where a demographic variable used a saturated hue, while a secondary variable used a
grayscale hue. This was useful for finding areas with high values for both variables. However,
we find it was less effective for our purposes than using the glyph encoding.

191



Choropleth + Glyph Map
This earlier variant of a map encoded covid rates as a single saturated color that was
aggregated by voting district, while tweets were shown as circles, aggregated by county. Tweet
count was encoded as both circle shape and size. We found this was useful to avoid overlap
with high tweet counts during the foraging process, since tweet data tended to be sparse.
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Choropleth Texture + Glyph map
This variant attempted to show three county level variables, using both textures and circle
glyphs. While this approach was somewhat interesting, we found it was too difficult to discern
interesting areas around high population areas.

￼Glyphs + Parallel Coordinates
This prototype looked at a non-geospatial approach to demographic groups, by grouping
regions based on the stratification of the rural-urban continuum codes and voting districts, since
we were primarily interested in the difference between democratic cities and rural areas. This
was scrapped as we also wanted to identify outlier counties that may be affected by regional
policy differences.
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Demographic Clusters
Our early approaches looked at ways of automatically clustering tweets and counties based on
similar features, to simplify analysis and identify interesting patterns. Ultimately, these
prototypes were not included, as we found the cognitive load of reasoning using clusters was
too high for our collaborators, and we ultimately replaced this approach with our inference view,
as our partial dependence plots allowed for a simpler explanation of the relationship between
multiple demographic and tweet features.
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Early Prototypes
These are early prototypes of our system, which focused on mockups that looks at different
layouts, with the goal of eliciting what kinds of information and visualizations our collaborators
were most interested in during the data foragin process.
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8.4 Appendix D: Chapter 6 (DITTO) model Details and Evaluation

8.4.1 Model Details

Patient Simulator Models

Figure 8.1: Architecture for the transition and outcome DSM models. Patient state and previous state treatment
decision use a standard DNN with input dropout to improve the models’ ability to deal with unknown data. The
decision is concatenated to the penultimate layer in order to prevent the model from relying only on correlated
features due to the use of dropout during training. DSM models predict a mixture of model parameters for each
patient from a pre-trained set of user-defined number of mixtures.

To simulate the patient, we use a set of models to mimic intermediate response to treat-

ment (transition models), and long-term response after treatment (outcome models). Fig. 8.1

Shows the architecture for the transition models and outcome DSM models. Each time-point

uses a separate transition state model. For IC, we constrain the model to not allow for any

tumor response when no IC is given, as this would indicate no treatment at this point.

Transition models predict patient response to treatment in terms of tumor shrinkage and

severe toxicities from treatment. Specifically, we consider primary disease response (PD),

and nodal disease response (ND), which are each 4 categorical ordinal variables, as well as 5

binary results for different types of dose-limiting toxicities (DLTS). For the case of Induction

chemotherapy, disease response is always assumed to be stable when no treatment is done.

Separate models are trained for post-IC and post-CC transitions, as this resulted in better

performance.
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For the outcome model, two separate models are used. The first is a deep neural network

that predicts toxicity risk using binary variables: Aspiration (AS), and Feeding Tube (FT)

at 6 months after treatment.

The second outcome model predicts cumulative patient risk over time for overall survival

(OS), locoregional control (LRC), and distant metastases (FDM) for up to 5 years. Temporal

risk models use a variant of deep survival machines (DSM) [232]. For all three outcomes, the

DSM model returns a mixture of parametric log-normal distributions for the patient that

can be used to provide a cumulative survival risk over time.

Because clinicians listed confidence intervals as important for reasoning about the model

predictions (T3.3), all transition and outcome models are trained using dropout on the

penultimate layer between 50% and 75%. During evaluation, we re-run each prediction

with random dropout at least 20 times, and then save the 95% confidence intervals for each

prediction. [104].

All models implemented in pytorch and trained using the Adam optimizer. Models were

trained using early stopping until the validation loss stopped increasing for at least 10 epochs.

Transition models, static outcome models, and Deep Survival Machines for temporal out-

comes used a dropout of 10% on the input layer and 50% on the penultimate layer during

training. Transition models and static outcome models used 2 hidden layers with an output

size of 500 each. The DSM used a single hidden layer with a size of 100 and 6 different

distributions for each outcome.

Policy Models

The patient simulator models and ground truth responses are used as the environment to

train a digital physician (policy model) (Fig. 6.3). Because there is disagreement among users

as to whether they prefer to see what a physician would do, or what the “best” choice should

be, we jointly train two versions of the policy model: one that minimizes a combination of

patient risks based on the patient simulator responses (optimal policy model), and one that
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predicts what a physician would do based on the cohort data (imitation policy model).

Each policy model (optimal and imitation) is trained using a dual loss function: prediction

of the ground truth (or optimal) decision sequence, and triplet loss. Triplet loss is included as

it was found to increase model performance in terms of AUC and accuracy for the imitation

model. Specifically, the loss for a given patient p at each epoch for a given output (optimal

or imitation) is given by:

L(p) = w1 ·
2∑

i=0
BCE( ˆyp,i, yp,i) + w2 · max

(
d(ap, bp) − d(ap, cp) + 1, 0

)
Where yi and ŷi are the ground truth and predicted decisions, respectively. d(·, ·) is

the Euclidean distance. ap is the final hidden layer weight vector for the patient. bp are

the hidden weights for a randomly sampled patient with the same ground truth treatment

sequence, and cp is a randomly sampled patient with a different treatment sequence. w1 and

w2 are user-decided weights. For our implementation, we use w1 = 1 and w2 = .2 for both

outputs.

Both optimal and imitation policy models use shared layers until the penultimate layers,

which are unique to each output, and are re-trained each epoch (Fig. 6.3). This allows for

joint learning of important features from each other. To encourage our model to explic-

itly consider other patients in the cohort, our policy model architecture uses a transformer

encoder and uses a position token to encode the temporal state of the patient. During eval-

uation on a new datapoint, the cohort data for the current state is used as the Query input

of the multi-headed attention as described in Vaswani et al. [321].

Imitation policy model decisions are trained using the unaltered ground truth states in

the data to predict the decision made by the clinician. The optimal model decision is, in

contrast, trained on using random data augmentation on the pre-treatment variables for the

patient for each epoch. Specifically, each column has a 25% probability of being pseudo-

randomly shuffled in the training sample, and the predicted patient response to treatment

using the deep learning transition models.
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When determining the treatment sequence for the optimal decision, we calculate the

decisions that minimize a combination of all predicted outcomes, given by:

L = wtox

∑
z∈Z

wzP (z = 1) + ws

∑
o∈O

wo

T̃ (o)
Where z ∈ Z is the set of binary outcomes (e.g toxicity, 4 year survival, 4 year locoregional

control), o ∈ O is the set of temporal survival outcomes (survival, locoregional control,

distant control), T̃ (o) is the median predicted time-to-event of outcome o, and w ∈ W a set

of user defined weights for each aspect of the loss function.

Because we need to explain the policy model recommendations (T3), we use integrated

gradients [293] to obtain feature importance for each decision relative to a baseline value.

Integrated gradients was chosen as it satisfies the completeness axiom where attributions sum

to the difference in the prediction between the baseline and actual recommendation, which

was found to be easier to reason about with our clinicians. For our baseline, we assume the

lowest possible rating for most ordinal attributes such as tumor staging or disease response,

and the most common value for categorical attributes such as gender, ethnicity, and tumor

subsite, as well as age and dose to the main tumor, based on feedback from clinicians and

what they found most intuitive.

All models implemented in pytorch and trained using the Adam optimizer. Models were

trained using early stopping until the validation loss stopped increasing for at least 10 epochs.

Our policy model used an input dropout of 10% and 25% dropout on the final layers, with

a single transformer encoder of size 1000 for the joint embedding, and a linear layer of size

20 for both the optimal and imitation model outputs.

KNN-based Symptom Prediction

Our symptom prediction model uses a different cohort of patient and relies on a KNN

predictor using the embeddings taken from a model trained to predict symptom trajectories.

Specifically, we trained a fully connected deep learning model to predict symptom ratings
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for each symptom and each time point in the data. Time points considered were at 0, 7, 12,

and 27 weeks after starting radiation therapy. Outputs were treated as independent values

with a sigmoid loss function that was scaled to be between 0 and 10. Input features were

gender, packs-years, HPV status, treatment dose and dose frction, race, tumor laterality,

tumor subsite, T-category, N-category, and treatment decisions for IC and CC.

Patient embeddings for the cohort were taken from the model activations in the batch-

normalized penultimate layer in the deep learning model. When predicting a new patient,

we take the new patient’s model embeddings and extract the 10 most similar patients, based

on euclidean distance, from the embeddings of both the treated and untreated patients,

respectively. Patient symptom profiles are taken for these patient seperately

During deep learning model training, we used an 80/20 train validation split on the data

for parameter tuning, using the mean-squared-error loss (MSE). Missing symptom values

were ignored in the loss function. All models were trained using the ADAM optimizer in

pytorch using early stopping on the validation loss. Our final model used a single hidden

layer of size 10 with the ReLU activation, followed by batch normalization, with no dropout.

8.4.2 Model Evaluation

We evaluated our system on a cohort of 536 patients. The dataset was split into a training

cohort of 389 patients and an evaluation cohort of 147 patients before beginning the devel-

opment of the models. The training sample was stratified in order to get a minimum of 3

patients with each endpoint, and treatment decision in the model. Because we could not

achieve enough samples of patients with several dose limiting toxicities, all toxicities that

were not present in both cohorts were aggregated into an “other” category for the purpose

of modeling and evaluation. The features used for the entire cohort, excluding lymph node

patterns, is shown in (Table 8.2), stratified by treatment sequence. An anova F-test was used

to analyze correlations between each feature set and the treatment sequence, and p-values

are included in the table.

Performance of the policy model with and without triplet loss is shown in (Section 8.4.2).
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We see an increase in imitation model performance, with a slight decrease in “optimal” model

performance for accuracy but increase in AUC. This is likely due to the heavy imbalance in

the optimal outcomes: only 10.8% of cases recommended concurrent chemotherapy and 19%

of cases recommended neck dissection, as rare events were predicted with higher prediction

confidence. Given that a majority of users preferred to use the “imitation” model, the triplet

model was used in practice.

In general, AUC tended to perform better than Accuracy in the optimal model, likely

due to the heavy imbalance in the optimal outcomes: only 10.8% of cases recommended

concurrent chemotherapy and 19% of cases recommended neck dissection. In general, model

performance is comparable to similar outcome models from earlier studies, considering the

added difficulty of optimizing for 23 different outcomes and 6 treatment decisions. Interest-

ingly, our optimal model suggested induction chemotherapy followed by radiation alone a

majority of the time, which contradicts the standard practice where concurrent chemother-

apy is standard while induction is used for patients with very large tumor spread that needs

to be reduced before applying radiation. However, the data is largely limited by confounders

and lack of detailed information on how changes in patient’s health affect treatment and

outcomes. Additionally, we have been told that the specific grade of dose-limiting toxicity

is an important factor in treatment and side effects, which our model does not consider.

Performance of transition models are shown in (Section 8.4.2). Because the outcomes we

want to predict are often rare events, we compared default training performance with basic

cross-entropy loss with a balanced loss function. Non-balanced models generally performed

better in terms of AUC with similar accuracy.

To evaluate time series models, we calculate F1 and ROC AUC scores at 12, 24, 36, and

48 months after treatment (Table 8.4). We exclude longer periods, as we tend to have fewer

followup data available after 48 months. OS, FDM and LRC models tend to have high F1

score but modest AUC scores, possibly due to the fact that failures are rare events in the

data.
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Decision
Optimal Imitation

AUC Accuracy AUC Accuracy

With Triplet Loss

IC 0.84 0.58 0.79 0.88

CC 0.97 0.73 0.93 0.78

ND 0.95 0.79 0.90 0.81

No Triplet Loss

IC 0.82 0.71 0.60 0.87

CC 0.96 0.91 0.74 0.78

ND 0.94 0.88 0.84 0.81

Table 8.1: Physician Simulator Policy Model Performace with and without use of triplet loss.

Treatment Sequence CC None CC + ND IC + CC IC + CC + ND IC ND IC + ND P-Value

Count 223 57 51 100 36 45 11 13 1

HPV+ 56.50% 80.70% 54.90% 50.00% 61.11% 42.22% 54.55% 61.54% 6.44E-03
HPV Unknown 6.28% 1.75% 7.84% 16.00% 11.11% 2.22% 18.18% 7.69%

Age (Mean) 59.3 61.3 57.7 58.5 58.3 57.6 59.6 57.0 4.92E-01

Pack-years 17.6 10.5 18.9 17.6 21.8 15.4 16.7 4.8 1.83E-01

Male 88.34% 80.70% 92.16% 87.00% 91.67% 88.89% 81.82% 92.31% 6.76E-01

Smoker 19.28% 19.30% 35.29% 22.00% 22.22% 24.44% 18.18% 0.00% 2.38E-01
Former Smoker 42.15% 40.35% 29.41% 34.00% 33.33% 33.33% 54.55% 30.77%

Bilateral 4.48% 3.51% 5.88% 4.00% 2.78% 2.22% 0.00% 0.00% 9.50E-01

T-category 1 18.83% 63.16% 5.88% 6.00% 13.89% 28.89% 54.55% 30.77% 1.30E-18

T-category 2 42.15% 33.33% 54.90% 33.00% 27.78% 48.89% 45.45% 61.54% 4.45E-02

T-category 3 24.66% 3.51% 21.57% 29.00% 27.78% 17.78% 0.00% 7.69% 3.25E-03

T-category 4 14.35% 0.00% 17.65% 32.00% 30.56% 4.44% 0.00% 0.00% 6.69E-08

N-category 1 52.91% 80.70% 52.94% 27.00% 16.67% 22.22% 63.64% 61.54% 4.96E-14

N-category 2 39.46% 12.28% 43.14% 65.00% 75.00% 73.33% 27.27% 38.46% 7.13E-14

N-category 3 1.79% 0.00% 0.00% 8.00% 8.33% 4.44% 0.00% 0.00% 1.91E-02

AJCC 2 15.25% 5.26% 15.69% 16.00% 22.22% 22.22% 9.09% 7.69% 1.66E-16

AJCC 3 9.42% 5.26% 13.73% 22.00% 25.00% 0.00% 18.18% 0.00% 2.10E-04

AJCC 4 36.77% 12.28% 39.22% 49.00% 38.89% 57.78% 18.18% 38.46% 5.90E-05

subsite BOT 50.22% 35.09% 47.06% 56.00% 55.56% 57.78% 18.18% 46.15% 7.85E-02

subsite GPS 0.90% 1.75% 1.96% 2.00% 8.33% 0.00% 0.00% 7.69% 7.50E-02

207



subsite Soft palate 0.90% 1.75% 3.92% 1.00% 0.00% 0.00% 0.00% 0.00% 6.48E-01

subsite Tonsil 41.26% 54.39% 41.18% 36.00% 33.33% 40.00% 81.82% 30.77% 4.78E-02

Pathological Grade 1 0.90% 0.00% 0.00% 3.00% 0.00% 0.00% 9.09% 0.00% 1.04E-01

Pathological Grade 2 28.25% 31.58% 27.45% 28.00% 33.33% 28.89% 45.45% 7.69% 6.63E-01

Pathological Grade 3 50.67% 54.39% 56.86% 48.00% 55.56% 46.67% 36.36% 61.54% 8.39E-01

Pathological Grade 4 0.90% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 7.69% 5.00E-02

White/Caucasion 93.27% 89.47% 96.08% 86.00% 86.11% 93.33% 90.91% 92.31% 3.57E-01

Aspiration Pre-Therapy 2.24% 0.00% 1.96% 7.00% 5.56% 2.22% 0.00% 0.00% 2.14E-01

Total Dose (gy) 68.99 66.86 69.47 69.36 69.33 67.42 68.05 67.23 1.05E-14

Dose Fractions 2.10 2.16 2.08 2.11 2.08 2.15 2.17 2.18 7.82E-05

Survival (Months) 76.26 71.24 80.52 74.10 74.47 87.80 98.57 97.21 1.76E-02

Locoregional control (Months) 74.46 67.63 67.28 71.36 63.85 86.54 72.10 94.07 2.50E-02

FDM (months) 74.69 71.00 77.95 72.38 69.56 84.34 94.86 97.21 5.02E-02

Overall Survival 75.34% 82.46% 70.59% 75.00% 61.11% 86.67% 63.64% 100.00% 4.36E-02

Locoregional Control 91.03% 92.98% 68.63% 85.00% 69.44% 91.11% 63.64% 84.62% 1.74E-05

FDM 89.69% 96.49% 86.27% 90.00% 80.56% 88.89% 72.73% 100.00% 1.25E-01

FT 17.49% 5.26% 21.57% 25.00% 38.89% 8.89% 18.18% 0.00% 4.80E-04

Aspiration Post-Therapy 17.49% 3.51% 25.49% 22.00% 41.67% 8.89% 18.18% 7.69% 1.87E-04

CR Primary 0.00% 0.00% 0.00% 34.00% 38.89% 66.67% 0.00% 46.15% 2.99E-50

PR Primary 0.00% 0.00% 0.00% 52.00% 55.56% 28.89% 0.00% 30.77% 2.02E-51

CR Nodal 0.00% 0.00% 0.00% 10.00% 2.78% 11.11% 0.00% 0.00% 1.79E-06

PR Nodal 0.00% 0.00% 0.00% 75.00% 88.89% 86.67% 0.00% 84.62% 1.21E-148

DLT after CC 0.00% 0.00% 0.00% 75.00% 50.00% 64.44% 0.00% 84.62% 0.00E+00

CR Primary 2 83.41% 91.23% 68.63% 90.00% 72.22% 91.11% 81.82% 92.31% 4.86E-03

PR Primary 2 16.14% 7.02% 25.49% 10.00% 19.44% 4.44% 18.18% 7.69% 3.56E-02

CR Nodal 2 52.02% 52.63% 17.65% 58.00% 19.44% 57.78% 9.09% 7.69% 1.38E-09

PR Nodal 2 43.95% 35.09% 80.39% 34.00% 77.78% 37.78% 90.91% 69.23% 4.46E-11

DLT After CC/RT 27.80% 0.00% 15.69% 29.00% 25.00% 0.00% 0.00% 0.00% 2.95E-07

208



Figure 8.2: All Transition State Outcomes. (Right) Accuracy and AUC score for boolean outcomes such as toxicities.
Models perform well in terms of accuracy and late toxicity (FT and Aspiration), but have mixed AUC results for
dose-limiting toxicities due to the heavy imbalance in the data and low number of positive samples to learn from.
(Center) Model performance for multi-class transition states (disease response and dose modification) using accuracy
and micro, macro, and weighted AUC score for both unweighted and balanced loss weights. Models perforce best
in terms of macro AUC score. Balanced models generally performed worse. (Right) F1 score and AUC score for
temporal outcomes at 12, 24, 36, and 48 months after treatment. F1 scores tend to be very high while AUC scores
stay around .6, likely due to issue with imbalanced data and incomplete censoring.
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State Outcome Metric Value

After IC

Primary Response accuracy 0.404
Primary Response auc micro 0.801
Primary Response auc weighted 0.674
Nodal Response accuracy 0.333
Nodal Response auc micro 0.853
Nodal Response auc weighted 0.533
Dose Modification accuracy 0.333
DLT Gastrointestinal accuracy 0.804
DLT Other accuracy 0.946
DLT Dermatological accuracy 0.893
DLT Hematological accuracy 0.786
DLT Neurological accuracy 0.911
DLT Gastrointestinal auc 0.497
DLT Other auc 0.415
DLT Dermatological auc 0.420
DLT Hematological auc 0.511
DLT Neurological auc 0.557

After RT + CC

Primary Response accuracy 0.333
Primary Response auc micro 0.887
Primary Response auc weighted 0.568
Nodal Response accuracy 0.372
Nodal Response auc micro 0.756
Nodal Response auc weighted 0.545
DLT Gastrointestinal accuracy 0.918
DLT Other accuracy 0.980
DLT Dermatological accuracy 0.966
DLT Hematological accuracy 0.952
DLT Neurological accuracy 0.966
DLT Gastrointestinal auc 0.564
DLT Other auc 0.727
DLT Dermatological auc 0.625
DLT Hematological auc 0.613
DLT Neurological auc 0.552

After All Treatment

Feeding Tube accuracy 0.803
Feeding Tube auc 0.683
Feeding Tube f1 0.216
Aspiration Post-therapy accuracy 0.803
Aspiration Post-therapy auc 0.775
Aspiration Post-therapy f1 0.065

Table 8.3: Model Performance for all transition states and toxicity
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outcome months metric value

OS

12 AUC 0.52
F1 0.99

24 AUC 0.63
F1 0.96

36 AUC 0.64
F1 0.95

48 AUC 0.60
F1 0.94

Locoregional Control

12 AUC 0.64
F1 0.97

24 AUC 0.56
F1 0.94

36 AUC 0.57
F1 0.93

48 AUC 0.57
F1 0.92

Distant Control

12 AUC 0.42
F1 0.98

24 AUC 0.62
F1 0.95

36 AUC 0.62
F1 0.93

48 AUC 0.57
F1 0.92

Table 8.4: Model Performance for Deep Survival Models at 12, 24, 36, and 48 months.
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8.5 Appendix E: Chapter 6 (DITTO) Prototypes

8.5.1 Prototypes

Fig. 8.3 and Fig. 8.4 show early versions of the interface. Fig. 8.5 Shows an early version of

the outcomes view in more detail.

Figure 8.3: Early version of the interface before integrating temporal outcomes. In this version we used a different
encoding for treatment recommendation that users found intuitive as it showed the raw model output as percentage
of confidence in the patient receiving treatment. This version also showed an additional histogram of the Mahalanobis
distances for the cohort. We also used a different color scheme. Additionally, outcomes were shown only as barcharts
with a toggle to change the set of outcomes being shown (transition states, DLTs, or 4 year post-treatment outcomes).
Model parameters were shown at the top instead of alongside the patient panel.
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Figure 8.4: Early version of the interface before the workshop. In this version, the patient input panel was hidden
in a “drawer” and could be pulled out via the grey section on the far left, once an initial patient was input. This
version includes barcharts with alternative patient outcomes alongside temporal outcomes. Model parameters where
shown at the top instead of alongside the patient panel.

Figure 8.5: Early version of the outcome view. Our original variant used only static outcomes (4 year survival etc)
and focused on barcharts of multiple symptoms, based on the original DT model which used binary outcomes only.
This was altered after clinicians states that they were used to dealing with temporal risk plots when reasoning about
risk profiles, which also required the addition of the Deep survival machine outcome models.
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works on twitter: Evolution of responses to the covid-19 pandemic in the us. Humanit Soc Sci Commun, 8,
2021.

[7] A. K. Al-Awami, J. Beyer, D. Haehn, N. Kasthuri, J. W. Lichtman, H. Pfister, and M. Hadwiger. Neuroblocks–
visual tracking of segmentation and proofreading for large connectomics projects. IEEE Trans. Vis. Comp.
Graph. (TVCG), pp. 738–746, 2016.

[8] G. Alicioglu and B. Sun. A survey of visual analytics for explainable artificial intelligence methods. Computers
& Graphics, 102:502–520, 2022. doi: 10.1016/j.cag.2021.09.002

[9] B. Alper, N. Riche, G. Ramos, and M. Czerwinski. Design study of linesets, a novel set visualization technique.
IEEE Trans. Vis. Comp. Graph. (TCVG), 2011.
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[101] K. Furmanová, L. P. Muren, O. Casares-Magaz, V. Moiseenko, J. P. Einck, S. Pilskog, and R. G. Raidou.
Previs: Predictive visual analytics of anatomical variability for radiotherapy decision support. Comp. & Graph.,
97:126–138, 2021. doi: 10.1016/j.cag.2021.04.010

[102] A. Gafita, J. Calais, T. R. Grogan, B. Hadaschik, H. Wang, M. Weber, S. Sandhu, C. Kratochwil, R. Esfandiari,
R. Tauber, et al. Nomograms to predict outcomes after 177lu-psma therapy in men with metastatic castration-
resistant prostate cancer: an international, multicentre, retrospective study. The Lancet Oncology, 22(8):1115–
1125, 2021.

[103] B. F. Gage, A. D. Waterman, W. Shannon, M. Boechler, M. W. Rich, and M. J. Radford. Validation of clinical
classification schemes for predicting stroke: results from the national registry of atrial fibrillation. Jama, 2001.

[104] Y. Gal and Z. Ghahramani. Dropout as a bayesian approximation: Representing model uncertainty in deep
learning. In international conference on machine learning, pp. 1050–1059. PMLR, 2016.

[105] J. Giersch. Punishing campus protesters based on ideology. Research & Politics, 6(4):2053168019892129, 2019.
[106] M. Glueck, A. Gvozdik, F. Chevalier, A. Khan, M. Brudno, and D. Wigdor. Phenostacks: Cross-sectional cohort

phenotype comparison visualizations. Trans. Vis. Comp. Graph., 23(1):191–200, 2017. doi: 10.1109/TVCG.
2016.2598469

224

https://doi.org/10.1016/0360-3016(91)90171-y
https://doi.org/10.1109/TVCG.2018.2864816
https://doi.org/10.1109/DSAA54385.2022.10032455
https://doi.org/10.1109/TVCG.2021.3114810
https://doi.org/10.1109/TVCG.2021.3114810
https://doi.org/10.1162/99608f92.8cd550d1
https://doi.org/10.1016/j.cag.2020.07.001
https://doi.org/10.1016/j.cag.2021.04.010
https://doi.org/10.1109/TVCG.2016.2598469
https://doi.org/10.1109/TVCG.2016.2598469


[107] M. Glueck, M. P. Naeini, F. Doshi-Velez, F. Chevalier, A. Khan, D. Wigdor, and M. Brudno. Phenolines: Pheno-
type comparison visualizations for disease subtyping via topic models. Trans. Vis. Comp. Graph., 24(1):371–381,
2017. doi: 10.1109/TVCG.2017.2745118

[108] Google. Google+ ripples. https://services.google.com/fh/files/misc/ripples.pdf, 2012.
[109] J. Graham et al. Moral foundations theory: The pragmatic validity of moral pluralism. In Adv. in Exp. Soc.

Psyc., vol. 47, pp. 55–130. Elsevier, 2013. doi: 10.1016/B978-0-12-407236-7.00002-4
[110] J. Graham, J. Haidt, M. Motyl, P. Meindl, C. Iskiwitch, and M. Mooijman. Moral foundations theory. Guilford

Publications, 2018.
[111] M. M. Graham, M. T. James, and J. A. Spertus. Decision support tools: Realizing the potential to improve

quality of care. Canadian Journal of Cardiology, 34(7):821–826, 2018. doi: 10.1016/j.cjca.2018.02.029
[112] D. L. Gresh, B. E. Rogowitz, R. L. Winslow, D. F. Scollan, and C. K. Yung. Weave: A system for visually

linking 3-d and statistical visualizations, applied to cardiac simulation and measurement data. In IEEE Vis.,
pp. 489–492, 2000. doi: 10.1109/VISUAL.2000.885739

[113] N. Grossmann, O. Casares-Magaz, L. P. Muren, V. Moiseenko, J. P. Einck, M. E. Gröller, and R. G. Raidou.
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Muren. Lessons learnt from developing visual analytics applications for adaptive prostate cancer radiotherapy.
In Gap bet. Vis. Res. Vis. Soft. (VisGap). The Eurographics Association, 2020.

[264] A. Rajkomar, E. Oren, K. Chen, A. M. Dai, N. Hajaj, M. Hardt, P. J. Liu, X. Liu, J. Marcus, M. Sun, et al.
Scalable and accurate deep learning with electronic health records. NPJ Digital Med., 2018.

[265] N. S. Rajliwall, R. Davey, and G. Chetty. Cardiovascular risk prediction based on xgboost. In 5th Asia-Pacific
World Congress Comp. Sci. Eng. (APWC on CSE). IEEE, 2018.

[266] R. Rezapour, L. Dinh, and J. Diesner. Incorporating the measurement of moral foundations theory into
analyzing stances on controversial topics. In Proc. 32nd ACM Confe.on Hypertext and Soc. Med., pp. 177–188,
2021. doi: 10.1145/3465336.3475112
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[270] H. Ribičić, J. Waser, R. Fuchs, G. Blöschl, and E. Gröller. Visual analysis and steering of flooding simulations.
Trans. Vis. Comp. Graph., 19(6):1062–1075, 2013. doi: 10.1109/TVCG.2012.175

[271] G. Ristovski, T. Preusser, H. K. Hahn, and L. Linsen. Uncertainty in medical visualization: Towards a
taxonomy. Comp. & Graph., 39:60–73, 2014. doi: 10.1016/j.cag.2013.10.015

[272] P. Rodgers, L. Zhang, and A. Fish. General euler diagram generation. In Diagrams, pp. 13–27, 2008. doi: 10.
1007/978-3-540-87730-1 6

[273] A. Rojecki et al. The moral imperatives of self-quarantining. American Political Science Association Annual
Meeting, Oct 2021.

[274] D. Rojo Garcia, N. N. Htun, and K. Verbert. GaCoVi: a Correlation Visualization to Support Interpretability-
Aware Feature Selection. Proc. EuroVis 2020 Short Papers, 2020.

[275] D. I. Rosenthal, T. R. Mendoza, M. S. Chambers, J. A. Asper, I. Gning, M. S. Kies, R. S. Weber, J. S. Lewin,
A. S. Garden, K. K. Ang, et al. Measuring head and neck cancer symptom burden: the development and
validation of the md anderson symptom inventory, head and neck module. Head & Neck, 29(10):923–931, 2007.
doi: 10.1002/hed.20602

[276] R. Rothstein. The making of ferguson. Journal of Affordable Housing & Community Development Law,
24(2):165–204, 2015.

[277] S. Ruiz-Correa, R. W. Sze, H. J. Lin, L. G. Shapiro, M. L. Speltz, and M. L. Cunningham. Classifying
craniosynostosis deformations by skull shape imaging. In IEEE Symp. Comp.-Based Med. Sys. (CBMS), pp.
335–340, 2005.

232

https://doi.org/10.2307/271063
https://doi.org/10.2307/271063
https://doi.org/10.1111/cgf.12899
https://doi.org/10.1111/cgf.12613
https://doi.org/10.1111/cgf.12613
https://doi.org/10.2312/egm.20171042
https://doi.org/10.1111/cgf.13413
https://doi.org/10.1145/3465336.3475112
https://doi.org/10.1109/TVCG.2012.175
https://doi.org/10.1016/j.cag.2013.10.015
https://doi.org/10.1007/978-3-540-87730-1_6
https://doi.org/10.1007/978-3-540-87730-1_6
https://doi.org/10.1002/hed.20602
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